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Abstract—Digital subscriber line (DSL) data rates for short loops are typically limited by crosstalk between adjacent lines rather than by background noise. Precoding can reduce crosstalk in the downstream from the access node to the customer premises equipment significantly if an accurate estimate of the inverse crosstalk channel is provided. Recently, a backward-compatible method has been proposed for estimating downstream crosstalk channels using standardized signal-to-noise ratio (SNR) reports. This paper develops a probabilistic model of the estimation process and, within this model, provides conditions under which successive updates of the precoder are guaranteed to converge to the ideal inverse precoder. Bounds on estimator variance and convergence times are obtained and optimized with respect to system parameters. The analysis can be applied to the situation in which a new line is being activated and added to a group of precoded lines seamlessly, that is, with controlled impact on the SNR of the active lines. Two phases are proposed to achieve seamless activation; the protection phase is used to let the active lines learn the crosstalk from the activating line and the acquisition phase is used to let the activating line learn the crosstalk from the active lines. Results of the analysis are illustrated by numerical simulations.
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I. INTRODUCTION

DIGITAL subscriber line (DSL) networks are currently being transformed to better support the deployment of triple-play services, which in particular concentrate on high-definition video services as well as data and voice. Operators are migrating to very high speed digital subscriber line (VDSL) technology which offers significantly higher rates for short distances. The performance of such VDSL systems is typically limited by crosstalk from other active lines in the same group of cables or a binder. Crosstalk is typically dominant at distances below 1500 meters and may be orders of magnitude larger than any other type of impairment in a DSL system. Crosstalk usually varies significantly across tones within the binder, as well as from binder to binder.

A number of approaches to mitigate the impact of crosstalk have been recently proposed [1]–[8]. A promising approach to suppress crosstalk uses precoding [3]. The precoder adds a controlled amount of the signals transmitted over interfering DSL lines (disturbers) to the victim line, canceling the crosstalk and so increasing the victim line’s signal-to-noise ratio (SNR) and transmission rate. Results in [8] for example show that significant increases in rate are achieved in this way. However, the performance is strongly dependent on the accuracy of the crosstalk estimates made available to the precoder.

Several crosstalk estimation algorithms for DSL channels have been proposed. Practical considerations dictate that the algorithms for estimating downstream crosstalk channels must be run at the access node (operator side), using some form of feedback provided by the customer premise equipment (CPE) modems. Most crosstalk estimation proposals require new CPE modems capable of measuring and feeding back quantized versions of the received signals or receiver error signals [9], [10]. The use of receiver error feedback for crosstalk estimation forms the basis of a newly approved ITU recommendation, referred to as G.vector or G.993.5 [17]. The error-feedback approach can be fast and effective, but does not provide a way to estimate the crosstalk into DSL lines terminated by currently deployed CPEs. This limitation may hinder the introduction of crosstalk cancellation solutions within the DSL access network.

An alternative approach for crosstalk estimation uses a feedback mechanism already available in CPE modems today [12]–[16]. In particular, current standards specify that an access node can periodically request SNR measurements from CPE modems [13], [16]. The SNR feedback methods of [14], [15], described in an appendix to G.vector [17], learn the crosstalk channel by perturbing the precoder coefficients and observing the resulting changes in SNR. The precoder is updated after each estimation step, to drive the residual crosstalk channel to zero. A key advantage of these methods is that they work with “off-the-shelf” CPEs. As indicated in [14], [15], the accuracy of the estimates produced by SNR feedback methods can depend critically on implementation choices. The present work extends and refines the analysis sketched out in [14] with the goal of rigorously characterizing the performance of SNR feedback estimation as a function of system parameters and algorithm settings. The analysis allows us to answer questions such as “Under what conditions will residual crosstalk levels converge to zero within prescribed tolerances?” and “How long will it take the algorithm to converge?” and “How can the impact of the method on neighboring lines be controlled?” The stochastic analysis of convergence properties provided is complementary to the deterministic analysis found in [15].

This paper is organized as follows. Section II describes
models for precoding with estimation errors and for the statistics of the SNR feedback. A tuning-precoder is presented that comprises a difference estimator and a precoder. The difference estimator takes as input SNR reports that are fed back from the CPEs and outputs estimates of the current residual crosstalk coefficients. These estimates are computed from changes in the SNR reports which result when the residual crosstalk coefficients themselves are perturbed. It should be noted that the accuracy of the residual crosstalk estimates increases the more we reduce interference using the precoder. This fact motivates an iterative procedure for updating precoder coefficients where we exchange a process of measurement for one of stochastic control.

In Section III, we use the theoretical constructions to derive a bound on the distribution of mean residual crosstalk interference following an update to the precoder matrix, in terms of the mean crosstalk interference prior to the update. In this way we can identify sufficient conditions for convergence of the crosstalk interference to below a target level. More specifically we identify bounds for the mean rate of convergence as well as the tail probability of the time to converge. Related analysis also shows that the precoder coefficients pertaining to a joining line can be learned whilst controlling its impact on other lines by a combination of estimation and gradually raising the power.

Section IV applies the analysis to the operational problem of updating the precoder to accommodate activation of a new DSL line. The activation occurs in two phases. The purpose of the first phase (the protection phase) is to determine precoder coefficients that will protect active lines from crosstalk from the activating line, so that the presence of the new line does not degrade their (already high) data rates. The second activation phase (the acquisition phase) is focused on learning the precoder coefficients needed to suppress crosstalk from the active lines into the new line, in order to increase the attainable data rate on the new line. These two phases are analogous to the “O-P-VECTOR-1” and “O-P-VECTOR-2” initialization phases defined in the G.vector recommendation [17].

In Section V, the performance of the estimation procedures is evaluated by simulation and compared with analytical predictions. The analysis and simulations confirm that residual crosstalk can be driven to below a target threshold using a small number of SNR reports, while carefully controlling the system impact. The parameters of the algorithm must be correctly chosen in order to meet these goals simultaneously. Finally, in Section VI we present our conclusions.

II. SYSTEM MODEL

Consider a DSL system with \( L \) active lines in a bundle or cable which uses inverse precoding [2], [3] to suppress crosstalk. The overall channel for a given tone, with precoding, is given by

\[
\tilde{y} = HCx + \tilde{u},
\]

where \( H \) is the \( L \times L \) channel matrix, \( C \) is the \( L \times L \) precoding matrix, and where \( x, \tilde{y}, \) and \( \tilde{u} \) are the channel input vector, channel output vector, and noise vector, respectively. The entries of the matrices and vectors are complex numbers; the entries of \( H \) are denoted \( h_{v,k}, 1 \leq v, k \leq L, \) and similarly for other matrices; the entries of \( x \) are \( x_k, 1 \leq k \leq L, \) and similarly for other vectors; \( \Re(x) \) and \( \Im(x) \) denote the real and imaginary parts of \( x, \) respectively; we write \( j = \sqrt{-1}. \)

The transmit powers across lines are collected in the vector \( P \) with \( P_k = E[|x_k|^2] \), where \( E[\cdot] \) denotes expectation. We model \( u \) as a complex, zero mean Gaussian random variable, with power \( V[u_k] = N_k, \) where \( V[\cdot] \) denotes variance, and with the real and imaginary parts of \( u_k \) being independent and identically distributed (i.i.d.). We write \( P[E|F] \) for the probability of event \( E \) conditioned on event \( F. \)

It is convenient to normalize for channel attenuation with

\[
H = \text{diag}(H)(I + G), \tag{2}
\]

where \( \text{diag}(H) \) is the diagonal matrix of direct gains \( h_{v,v}, 1 \leq v \leq L, \) \( I \) is the identity matrix, and \( G \) is the relative crosstalk coefficient matrix, which has zeros on the main diagonal. In typical DSL environments, each diagonal element of \( H \) dominates the off-diagonal elements in a given row, i.e., \( h_{v,k} \ll h_{v,v} \) for \( k \neq v, \) so the magnitudes of the coefficients of \( G \) satisfy \( |g_{v,k}| = |h_{v,k}/h_{v,v}| \ll 1 \) for \( k \neq v. \) Standardized DSL crosstalk models predict that relative crosstalk values are approximately proportional to frequency and to the square root of line length (see [11] and the references therein). For example, at line lengths of less than 1 km and frequencies below 17 MHz (where crosstalk cancellation would typically be applied in practice), these models predict that 99% of normalized crosstalk coefficient magnitudes are less than 0.09.

The normalized received vector is

\[
y = \text{diag}(H)^{-1}\tilde{y} = (I + G)Cx + \tilde{u} = Rx + u, \tag{3}
\]

where \( R = (I + G) \) is called the resultant matrix and \( u = \text{diag}(H)^{-1}\tilde{u} \) is called the relative noise vector. We denote the relative noise power on line \( k \) by \( V[u_k] = N_k. \)

A. Controlling the Residual Matrix

Our goal is eventually to determine an ideal inverse precoder \( C = (I + G)^{-1}, \) such that the resultant matrix is identity, \( R = I. \) Equivalently, we want to drive the residual matrix \( \Theta = R - I \) to zero. When this is achieved, the precoder implicitly provides an estimate for the crosstalk channel via the expression \( \tilde{G} = C^{-1} - I. \)

The normalized receiver error signal can be expressed by

\[
e = y - x = \Theta x + u.
\]

For a given line \( v, \) a key performance measurement obtained via standardized mechanisms is an SNR estimate \( \gamma_v = P_v/Z_v, \) where

\[
Z_v := E[|e_v|^2] = \sum_k |\theta_{v,k}|^2 P_k + N_v. \tag{5}
\]

Since the transmit power \( P_v \) is known precisely, an estimate of \( \gamma_v \) is equivalent to an estimate of \( Z_v. \)

In order to drive the residual matrix \( \Theta \) to zero, we must manipulate the precoder matrix \( C, \) without a priori knowledge of the channel matrix \( H. \) A basic operation needed is to add
a complex value \( w \) to the residual channel from line \( k \) to line \( v \), obtaining the new residual \( \hat{\theta}_{v,k} = \theta_{v,k} + w \). This is done by adding \( w \) to precoder element \( c_{v,k} \); in matrix notation \( \hat{C} = C + w e_v e_k^T \), where \( e_v \) represents column \( v \) of an identity matrix. The new residual is \( \hat{\Theta} = \Theta + w (I + G) e_v e_k^T \). In addition to the direct effect of the perturbation, \( \hat{\theta}_{v,k} = \theta_{v,k} + w \), there are, in addition, second order side effects in the way that line \( k \) crosstalks into all other lines. Namely, we have \( \hat{\theta}_{m,k} = \theta_{m,k} + w y_{m,v} \) for all \( m \neq v \). Because the second order effects do not affect the SNR of the victim line whose channel is being estimated, these effects do not play a role in the convergence analysis. In typical cases, \( G \) is small enough that the second order effects are negligible. In extreme cases, it might be necessary to limit the perturbation magnitude \( |w| \) to avoid unwanted SNR fluctuations on neighboring lines.

**B. Inverse Crosstalk Channel Estimation by Precoder Tuning**

We use the term “tuning precoder” to refer to a system in which a precoder works in concert with SNR feedback and a difference estimator, as described in [14], [15]. We briefly describe this system to set up the analysis that follows.

The interaction of the tuning precoder with the CPEs as it would operate for a single tone is shown in Fig. 1. The precoder combines the signals from the lines according to the current precoder setting \( C \); the residual \( \Theta \) determines the error power \( Z_v \), which is reported back to the difference estimator via the SNR report \( \gamma_v \). The difference estimator sends commands to modify the precoder coefficients.

The precoder is updated in order to (i) reduce the residual after an estimation step, or (ii) perturb the current residual to gain data for a new estimate. The goal of the difference estimator at step \( n \) is to estimate the complex residual matrix \( \Theta[n] \) and then eliminate the estimated component, as in

\[
\Theta^{[n+1]} = \Theta^{[n]} - \hat{\Theta}^{[n]},
\]

where the error estimate \( \hat{\Theta}^{[n]} \) is computed as described below.

After the new error estimate \( \hat{\Theta}^{[n]} \) has been obtained, the estimate of the inverse precoder is updated as \( \hat{C}^{[n+1]} = \hat{C}^{[n]} - \hat{\Theta}^{[n+1]} \). Note that the rows of the precoder in (6) can be updated independently of each other.

The difference estimator works by examining the change in error power that results from a change in the current residual \( \Theta[n] \), as described above. We will use complex perturbations with magnitude \( \Delta \) and phase angle \( \phi \). After making a perturbation \( w = \Delta e^{-j\phi} \) to the precoder coefficient \( c_{v,k} \), the unknown residual \( \theta_{v,k} \) changes to \( \theta_{v,k} + w \). Denote by \( Z_v(\Delta e^{-j\phi}, k) \) the error power observed in this case, and note that the difference in error power

\[
Z_v(\Delta e^{-j\phi}, k) - Z_v = |\theta_{v,k} + \Delta e^{-j\phi}|^2 P_k - |\theta_{v,k}|^2 P_k = \Delta^2 P_k + 2\Delta \text{Re}(\theta_{v,k} e^{-j\phi}) P_k
\]

is a simple function of the unknown value \( \theta_{v,k} \) and known quantities \( \phi \), \( \Delta \), and \( P_k \).

Given unbiased estimates \( \hat{Z} \) of the error power \( Z \), we obtain that

\[
d_{v,k}(\Delta, \phi) := \frac{Z_v(\Delta e^{-j\phi}, k) - Z_v - \Delta^2 P_k}{2\Delta P_k}
\]

is an unbiased estimate of \( \text{Re}(\theta_{v,k} e^{-j\phi}) \). In a two-dimensional representation of the complex plane, this corresponds to the projection of \( \theta_{v,k} \) onto the ray through the origin at angle \( \phi \) from the x-axis (real axis). Similarly, one can obtain, for example, the projection in the direction \( \phi = \pi/2 \).

It follows that

\[
\hat{\theta}_{v,k}(\Delta, \phi) := (d_{v,k}(\Delta, \phi) + j d_{v,k}(\Delta, \phi + \pi/2)) e^{j\phi}
\]

is an unbiased estimate of the complex residual \( \theta_{v,k} \).

**A1.** \( Z_v \) is obtained by averaging \( T \) independent realizations of the normalized error \( |e_v|^2 = |y_v - \hat{x}_v|^2 \), where \( \hat{x}_v \) denotes the receiver’s estimate of the transmitted value \( x_v \).

**A2.** The DSL line is operating at a low error rate, such that \( \hat{x}_v = x_v \) with high probability.

**A3.** Estimates obtained at different times are based on different realizations of \( |e_v|^2 \).

**A4.** The number of realizations \( T \) is large enough so that \( \hat{Z}_v \) is well approximated by a Gaussian distribution, with mean \( Z_v \) and variance \( \sigma^2 \).

**A5.** The reported SNR level \( \gamma_v \) is obtained from the normalized error magnitude estimate as \( \gamma_v = 1/\hat{Z}_v \)."
can be uniformly bounded. This is a key to the convergence analysis, as it provides a way to bound the estimation error as a function of the current error power \(Z_v\).

**Theorem 1**: Suppose that the transmitted signals \(x_i\) are complex, zero mean, random variables, each with variance \(P_i\), that there is \(\kappa \geq 1\) such that
\[
\mathbb{V}[|x_k|^2] \leq \kappa P_k^2,
\]
for all \(k\)
and that the real and imaginary parts of \(x_i\) are uncorrelated, with equal variance. Suppose further that the noise \(u_v\) is complex Gaussian with variance \(N_v\) and having i.i.d. real and imaginary components. Then we have
\[
\sigma_v^2 \leq \kappa Z_v^2.
\]

**Proof**: See Appendix A.

The conditions that we require on the signals \(x_k\) in this result are satisfied for typical discrete multitone (DMT) systems (e.g., where \(x_k\) is chosen uniformly over a square grid). For such signals, the value \(\kappa = 1\) is typically sufficient. Moreover, when the error signal is approximately Gaussian (as when consisting of numerous commensurate components), then the bound \(\kappa = 1\) is tight.

The variance of \(d_{v,k}\) is given by
\[
\mathbb{V}[d_{v,k}(\Delta, \phi)] = \frac{\mathbb{V}[\hat{Z}_v(\Delta e^{-j\phi}, k)] + \mathbb{V}[\hat{Z}_v]}{4\Delta^2 P_k^2} \leq \frac{\kappa}{4MT\Delta^2 P_k^2} \left[Z_v(\Delta e^{-j\phi}, k)^2 + Z_v^2\right],
\]
where we have used Theorem 1 and the fact that \(\hat{Z}_v\) is based on averaging \(MT\) independent samples. The variance of the residual crosstalk estimate is then
\[
\mathbb{V}[\theta_{v,k}] = \mathbb{V}[d_{v,k}(\Delta, \phi)] + \mathbb{V}[d_{v,k}(\Delta, \phi + \pi/2)].
\]

From these expressions, it is clear that the accuracy of the crosstalk estimate improves as the actual error power \(Z_v\) goes down. Thus there is an incentive to quickly update the precoder with the aim of making further estimation more accurate. On the other hand, if the precoder is updated too quickly, with estimates of poor quality, further estimation becomes less accurate. The principles of stochastic control can be used to guide the estimation process to converge as quickly and reliably as possible.

Examining (11), the difference estimator offers four parameters that can be used to control estimation performance and convergence. Each of these are briefly discussed below.

**Repetition factor** \(M\). This factor provides a means to trade-off the conflicting goals of (a) obtaining crosstalk estimates using the fewest measurements possible, and (b) ensuring that crosstalk estimates are accurate before using them. The convergence analysis of Section III shows how to optimize bounds on the rate of convergence in terms of \(M\).

**Power** \(P_k\). If the disturbing line is involved in an active DSL session, the transmit power is fixed and cannot be used as a control parameter. However, for a line that is preparing to initiate a new DSL session, it may be possible to send signals with variable power. Such a scenario is discussed in Section IV-B.

**Perturbation angle** \(\phi\). Throughout this paper, we advocate and analyze using uniformly random perturbation angles. Analytically, this simplifies the analysis and practically it improves predictability of the distribution of the interference following a crosstalk estimation step.

**Perturbation magnitude** \(\Delta\). The perturbation magnitude is important for two reasons. First, it directly impacts the SNR of the victim line during the perturbation, and secondly, it affects the accuracy of estimation via (11).

It may easily be verified that the direct impact of perturbation on SNR is bounded by the expression \(Z_v(\Delta e^{-j\phi}, k) \leq (\sqrt{Z_v} + \Delta P_k)^2\). Thus, to guarantee that the multiplicative increase in interference due to perturbation, namely \(Z_v(\Delta e^{-j\phi}, k)/Z_v\), does not exceed \(F\), it suffices to take
\[
\Delta \leq \left(\sqrt{F} - 1\right) \frac{\sqrt{Z_v}}{\sqrt{P_k}}.
\]

For example, using \(F = 2\) guarantees that the SNR is not reduced by more than 3 dB during perturbation.

The bound (13) suggests the desirability of using adaptive perturbations that decrease in proportion to the square root of the interference in successive iterations. We will see in later sections that such an adaptive scheme is optimal for maximizing lower bounds on the rate of convergence. If perturbations are too small, their effect is lost in measurement noise; and if they are too big, their direct impact introduces additional measurement noise. The choice \(\Delta \sim \sqrt{Z_v}\) finds the happy middle ground.

### III. Convergence Analysis

As discussed previously, efficient crosstalk estimation via SNR feedback requires multiple estimation iterations. Because measurement noise is unavoidable, the sequence of interference levels observed after each iteration is a random process that must be controlled statistically. Denote by \(\xi_{v,k}^{[n]} = \beta \xi_{v,k}^{[n]} P_k/N_v\) the normalized interference from line \(k\) into line \(v\) in iteration \(n\). The key questions are:

- **Will the interference process converge to below a given target level** \(\xi_{v,k}^{[n]} \leq \beta?\) **What parameter settings are required to achieve convergence?**
- **How quickly will the process converge?**
- **What is the risk of observing an unacceptably high interference level** \(\xi_{v,k}^{[n]}\) along the way?**

This section provides analytical tools needed to answer these questions. We first formulate the desired interference process as a geometric super-martingale, resulting in sufficient conditions for convergence and a bound for the expected number of iterations required. This analysis shows that the key object to model is the distribution of the new interference \(\xi_{v,k}^{[n+1]}\), conditioned on the previous interference \(\xi_{v,k}^{[n]}\). The remaining sections give explicit bounds on this and related distributions in terms of problem data. The analytical results are applied to specific application scenarios in Section IV.
A. Convergence Criterion

The task of the tuning precoder is to ensure that the underlying interference power $\xi_v^{[n]}$ from each disturber rapidly becomes and then stays small. To analyze $\xi_v^{[n]}$, we employ the theory of martingales [18]. We show that the interference level in successive iterations, when updated by properly configured estimation steps, becomes an almost geometric super-martingale, as defined below. This allows us to show that the interference will converge to the target level, and allows us to bound the mean convergence time.

Definition 1: Let $V_n$ be a sequence of bounded non-negative random variables, that is $0 \leq V_n \leq V$ for some real $V$. Let $V_n$ be adapted with respect to a filtration $\{\mathcal{F}_n\}$. The sequence $V_n$ is said to be a geometric super-martingale provided there is a constant $\alpha$, where $0 < \alpha < 1$, such that

$$E[V_n|\mathcal{F}_{n-1}] \leq \alpha V_{n-1}. \quad (14)$$

Loosely speaking, (14) means that the next value of the process, conditioned on its entire past history, is less than the current value by at least a constant factor. For practical purposes we require only that (14) holds for $V_{n-1} > \beta > 0$, and we refer to a sequence satisfying this condition as a $\beta$-almost geometric super-martingale ($\beta$-ags). A $\beta$-ags is said to have converged if there has been a first entrance $V_n \leq \beta$. The following result establishes that there will be such a first entrance, almost surely.

Theorem 2: Let $V_n$ be a $\beta$-ags with mean initial value $E[V_0] = \bar{V}$, and let $T_\beta$ be the first entrance time into $[0,\beta]$. Then almost surely $T_\beta < \infty$ and

$$E[T_\beta] \leq \frac{\log(V_0/\beta)}{\log(1/\alpha)} + \frac{1}{1-\alpha} < \infty. \quad (15)$$

Proof: See Appendix B.

This result shows that, unless $\alpha$ is close to one, the mean convergence time will not be much larger than the number of steps that would be required to deterministically decrease from $V_0$ to $\beta$ geometrically in steps of $\alpha$.

In the next section, we will show that the crosstalk estimation process can be designed to be a $\beta$-ags, where the convergence parameter $\alpha$ is a function of algorithmic parameters.

B. Normalized Notation

Before proceeding it is useful to introduce several notational conventions. As mentioned previously, the normalized interference from disturber $k$ is defined to be

$$\xi_v^{[n]} := \frac{\theta_v^{[n]}P_k}{N_v}. \quad (16)$$

The total interference is denoted by

$$\xi_v := \sum_k \xi_v^{[n]} \quad (17)$$

A typical goal is to drive $\xi_v$ down to below $\beta$. The normalized unperturbed error power is denoted by

$$z_v := \frac{Z_v}{N_v} = 1 + \xi_v. \quad (18)$$

From (7), the normalized perturbed error power is given by

$$\frac{Z_v(\Delta e^{-j\phi_v^{[n]}k})}{N_v} = z_v + \eta_v^{[n]} + 2\sqrt{\eta_v^{[n]}P_k}\xi_v^{[n]}\cos(\psi - \phi), \quad (19)$$

where $\psi$ is the phase angle of $\theta_v^{[n]}$, and where

$$\eta_v^{[n]} := \frac{\Delta^2 P_k}{N_v}. \quad (20)$$

is the normalized perturbation magnitude for the coefficient from line $k$ to line $v$. Using (11) together with the coefficient of variation bound (10), we obtain a bound on the conditional variance of the difference estimator

$$V[d_v^{[n]}(\Delta, \phi)|\phi, \psi] \leq \frac{N_v}{P_k}v(z_v, \eta_v^{[n]}, \xi_v^{[n]}, \psi - \phi), \quad (21)$$

where

$$V(z, \eta, \xi, \omega) := \frac{\kappa}{4MT\eta} \left[z^2 + \left(z + \eta + 2\sqrt{\eta \xi \omega}\right)^2 \right]. \quad (22)$$

This result provides a starting point from which to compute bounds on the distribution of the interference $\xi_v^{[n+1]}$ after the $n$-th iteration, relative to the interference at the start of that step. We first consider expectations, then tail probabilities.

C. Bounds on Expected Interference

If we choose the perturbation angle $\phi$ uniformly at random in each step, then $\psi - \phi$ is also uniform. Taking the expectation over (21) gives

$$V[d_v^{[n]}(\Delta, \phi)] \leq \frac{\kappa N_v}{4MT\eta_v^{[n]}P_k} \left[z_v^2 + (z_v + \eta_v^{[n]})^2 + 2\eta_v^{[n]}\xi_v^{[n]} \right] = \frac{\kappa N_v}{2MT P_k} \left[z_v^2 + \xi_v^{[n]}\eta_v^{[n]} + (z_v + \xi_v^{[n]}P_k)^2 \right] \quad (23)$$

The right-hand side of the last expression is a convex function of the perturbation size $\xi_v^{[n]}$, which is minimized by the choice $\xi_v^{[n]} = \sqrt{z_v}$. This means that optimal perturbation size, from the point of view of minimizing the bound on expected estimation error, is proportional to the current squared error signal (i.e., that $\Delta^2$ should be proportional to $Z_v$).

In what follows, we thus take adaptive perturbations of the form $\eta_v^{[n]} = \lambda z_v$. Then the mean interference after the $n$-th estimation step is

$$\mathbb{E}[\xi_v^{[n+1]}] := \mathbb{E}[\theta_v^{[n+1]}|\xi_v^{[n]}]$$

$$= \frac{\mathbb{E}[[\theta_v^{[n+1]}^2]P_k^{[n+1]}]}{N_v}$$

$$\leq \frac{P_k^{[n+1]}\kappa}{P_k^{[n+1]}\lambda} \left[\frac{1}{\lambda} + \frac{\lambda}{2}\right] z_v^{[n]} + \xi_v^{[n]} \right]. \quad (23)$$

From the bound (13) and the definition of $\eta$, it follows that the SNR impact of perturbations will not exceed a factor $F$ as long as the constant of proportionality satisfies $\lambda \leq (\sqrt{F} - 1)^2$. It is desirable to take $\lambda$ as close to $\sqrt{2}$ value is possible, subject to the impact constraint. For example, we can use $\lambda = 0.17$ and $\lambda = 1$ if the impact factors are $F = 2$ or $F = 4$, respectively.
respectively. Note that we attempt to control the impact too tightly using small values of λ, the bound on the expected interference blows up.

Suppose that in one iteration of a control algorithm the difference estimator is used to estimate and reduce all L residual components affecting a given victim line, and that the power levels are constant, i.e., \( P_k^{n+1} = P_k^n \). Then we obtain

\[
E[\xi_v^{n+1}] = \sum_{k \neq v} E[\xi_{v,k}^{n+1}] \leq \alpha \left( M, \lambda, \xi_v^n \right) \xi_v^n, \tag{24}
\]

where

\[
\alpha(M, \lambda, \xi) = \frac{\kappa}{MT} \left[ \frac{1}{\lambda} + 1 + \frac{\lambda^2}{2} \right] \left( 1 + \frac{1}{\xi} \right) L + 1, \tag{25}
\]

which is suggestive of a super-martingale. Indeed, since the function \( \alpha \) is a decreasing function of \( \xi \), \( \alpha(M, \lambda, \beta) \) is an upper bound on the \( \alpha \) in (14) whenever \( \xi > \beta \). We summarize our insights in the following theorem.

Theorem 3: The interference process \( \xi_v^n \) is a \( \beta \)-ags when using the difference estimator of Sec. II-B with adaptive perturbation size \( \Delta = \sqrt{\lambda} z_{v,k}/P_k \) and with \( \alpha(M, \lambda, \beta) < 1 \).

The expected time for first entrance into \([0, \beta]\) is given by (15) with \( V_0 = E[\xi_v^0] \) and \( \alpha(M, \lambda, \beta) \). Furthermore, the perturbation size that minimizes the right-hand side of (23) is given by choosing \( \lambda = \sqrt{2} \).

We term \( E[\xi_v^{n+1}]/\xi_v^n \) the expected improvement ratio.

If \( \beta = 1 \), meaning that the goal is to reduce crosstalk interference to the same level as background noise, then for typical values \( M = 1, T = 256, \kappa = 1, \lambda = 1 \), the bound (25) says that the interference process will converge for up to 50 disturbing lines. When there are 10 disturbing lines with these parameters, \( \alpha \) is approximately equal to 0.2.

D. Bounds on Interference Distribution

For some applications, we are concerned not only with the mean behavior of interference estimates, but on the tail probabilities. In other words, for a given interference level \( \xi_v^n \), we are interested in the distribution of the new interference level \( \xi_v^{n+1} \). Many different bounding expressions are possible, and in general there are trade-offs between the complexity of the analysis and the tightness of the bound.

Recall that, conditioned on an (unknown) residual value \( \theta_{v,k} = |\theta_{v,k}| e^{i\phi} \), the difference estimator \( d_{v,k}(\Delta, \phi) \) is Gaussian with variance bounded by (21). Since \( \theta_{v,k}^{n+1} = \theta_{v,k} - \theta_{v,k}^{n} \), it follows that the distribution of the normalized interference after update is bounded in distribution by the weighted sum

\[
\xi_{v,k}^{n+1} \leq \frac{P_k^{n+1}}{P_k^n} \left[ w_{v,k}(\psi - \phi) X_1 + w_{v,k}(\psi - \phi - \pi/2) X_2 \right], \tag{26}
\]

where

\[
w_{v,k}(\omega) = v(\xi_v^n, \xi_v^n, \xi_v^n, \xi_v^n, \omega),
\]

and where \( X_1 \) and \( X_2 \) are chi-squared variables with one degree of freedom.

When the same base measurement \( z_v \) is used to form the two difference estimators \( d_{v,k}(\Delta, \phi) \) and \( d_{v,k}(\Delta, \phi + \pi/2) \), these two estimates are not independent, which means that \( X_1 \) and \( X_2 \) are not independent in (26). On the other hand, these two variables are independent if each difference estimator uses an independently generated base measurement; operationally this requires four measurements per estimation step rather than three. For simplicity, we analyze the four measurement case in this section, taking \( X_1 \) and \( X_2 \) to be independent. In our experience, the performance with and without independent base measurements is similar.

1) Distribution of Total Interference Ratio \( \xi_v^{n+1}/\xi_v^n \): We sacrifice some tightness for simplicity. We take the worst case angle, \( \phi = \psi \) to obtain the bounds

\[
v(z, \eta, \xi, \omega) \leq v(z, \eta, \xi, 0) = \frac{\kappa}{4MT\eta} \left[ z^2 + \left( z - \xi + \left( \sqrt{\eta} + \sqrt{\xi} \right)^2 \right)^2 \right]\]

\[
\leq \frac{\kappa}{4MT\eta} \left[ z^2 + (z - \xi + (1 + \eta/z) (z + \xi))^2 \right]
\]

\[
= \frac{\kappa}{4MT\eta} \left[ 1 + \left( 2 + \frac{2}{z} \right) \left( 1 + \frac{\xi}{z} \right)^2 \right]
\]

\[
:= \tilde{v}(z, \eta, \xi),
\]

where we used the Cauchy-Schwarz inequality and \( \eta/z \geq 0 \) to obtain the second inequality, and further algebraic manipulations to obtain the final expression. From (26), we then have

\[
\xi_{v,k}^{n+1} \leq 2 \frac{P_k^{n+1}}{P_k^n} \tilde{v}(z_v^n, \xi_v^n, \xi_v^n, \xi_v^n) \frac{[X_1 + X_2]}{2}. \tag{27}
\]

Now using the bound \( \xi_{v,k} \leq \xi_v \), assuming that power levels \( P_k^n \) do not vary in the time index \( n \), i.e., that bit swap is disabled, and using adaptive perturbations of the form \( \theta_{v,k} = \lambda z_v^n \), we bound the total interference from \( L \) residual terms as

\[
\xi_v^{n+1} = \sum_k \xi_v^{n+1} \leq \tilde{v}(z_v^n, \lambda^2 z_v^n, \xi_v^n) X_S,
\]

where \( X_S \) is a chi-squared variable with \( 2L \) degrees of freedom. It follows that the ratio \( \xi_v^{n+1}/\xi_v^n \) is bounded in distribution by a gamma distribution with shape parameter \( L \) and with mean

\[
s = 2L \bar{\xi}(z_v^n, \lambda^2 z_v^n, \xi_v^n) / \xi_v^n \leq \frac{\kappa L}{2MT\xi_v^n} \left[ 1 + \left( 2 + \lambda \left( 1 + \frac{\xi_v^n}{z_v^n} \right) \right)^2 \right]
\]

\[
\leq \frac{\kappa L}{2MT} \left[ 1 + \frac{1}{\xi_v^n} \right] \left[ \frac{5}{\lambda} + 8 + 4\lambda \right],
\]

where the last step follows by using \( \xi_v^n \leq z_v^n \). As long as the interference has not yet reached the target level, \( \xi_v^n \geq \beta \), the mean is bounded by

\[
s \leq \frac{\kappa L}{2MT} \left( 1 + \beta^{-1} \right) \left[ \frac{5}{\lambda} + 8 + 4\lambda \right]. \tag{28}
\]
2) Refined Bound of Interference Component $\xi^{(n+1)}_{v,k}$: In the protection phase of the seamless joining procedure described in Section IV, we will be interested in bounding the tail probability of $\xi^{(n+1)}_{v,k}$, given that $\xi^{(n)}_{v,k} \leq \beta$. As described in that section, there is only a single disturber of interest, and so $\xi^{(n)}_{v,k} = \xi^{(n+1)}_{v,k}$. We choose to keep a constant normalized perturbation level $\eta_{v,k} = \eta$.

Observe from (27) that $\mathbb{E} (X_1^2 + X_2^2)/2$, being the average of two chi-square variables with one degree of freedom, is exponential with unit mean. This means that $\xi^{(n+1)}_{v,k}$ can be bounded by an exponential random variable. To obtain a tighter bound, we will need to consider the weighted sum of two chi-squared variables. The refined bound can be obtained in three steps. First, the function $\nu(\cdot)$ in (22) is maximized over the range of $\xi^{(n)}_{v,k}$ to obtain

$$\bar{\nu}(\beta, \phi) := \max_{0 \leq \xi \leq \beta} \nu (1 + \xi, \eta, \xi, \psi - \phi)$$

where the last expression follows from observing that $\nu (1 + \xi, \eta, \xi, \psi - \phi)$ is a convex function of $\sqrt{\xi}$. Next, we have

$$\mathbb{P} \left[ \xi^{(n+1)}_{v,k} > \beta | \xi^{(n)}_{v,k} \leq \beta, \phi \right] \leq \mathbb{P} \left[ Y(\beta, \phi) \frac{P_k^{(n+1)}}{P_k^{(n)}} \geq \beta \right],$$

where $Y$ is the weighted sum

$$Y(\beta, \phi) = \bar{\nu}(\beta, \phi) X_1 + \bar{\nu}(\beta, \phi + \pi/2) X_2$$

of independent chi-squared variables $X_1, X_2$. A power series for the tail probability of $Y$ is given in Appendix C. The final step is to average over the uniformly selected perturbation direction to obtain

$$\mathbb{P} \left[ \xi^{(n+1)}_{v,k} > \beta | \xi^{(n)}_{v,k} \leq \beta \right] \leq \frac{1}{2\pi} \int_0^{2\pi} \mathbb{P} \left[ Y \geq \beta P_k^{(n)} / P_k^{(n+1)} \right] d\phi$$

$$= f(\beta, r),$$

where $r = P_k^{(n)} / P_k^{(n+1)}$. As shown in Section IV, the power ratio in the right-hand side of inequality (29) can be used to control the risk that the interference at any stage will exceed a desired threshold $\beta$.

IV. ACTIVATION PHASES

We apply the results of Section III to a two-phase procedure for activating a new line, when several precoded lines are already active. First, the protection phase protects active lines from interference from the joining line, and secondly the acquisition phase acquires the precoder coefficients needed to suppress crosstalk from the active lines into the joining line. In the protection phase, the transmit power of the joining line is gradually increased as the precoder is adapted; the key question is how quickly can the line be brought to full power, while controlling the risk of affecting active lines. In the second phase, power levels are held fixed, and the key question is how quickly can the data rate of the new line be brought up to its maximum level. Because the analysis of the protection phase is more complex, we first analyze the acquisition phase.

A. Acquire Coefficients from Active Lines into a Joining Line

The goal of the acquisition phase is to reduce the interference from a group of $L - 1$ active lines into a joining line $v$ to an acceptable, predetermined level. As described in Section III, the normalized interference $\xi^{(n)}_v$ should satisfy $\xi^{(n)}_v \leq \beta$ after convergence. We will suppose that the powers are fixed, that we use adaptive perturbations, and that the perturbation angle $\phi$ is chosen uniformly at random. We will also suppose that the following information is available:

1) The powers $P_k$ for the joining and the disturbing lines;
2) The initial crosstalk estimate;
3) auxiliary parameters, $\kappa, T, M$.

In the absence of other information, zero is the most natural choice for initial crosstalk estimates. If more accurate estimates are available, then the convergence time will be reduced. A poor estimate would have the opposite effect.

The pseudo-code for the acquisition algorithm is as follows:

**Acquisition algorithm:**

**input** : victim line index $v$, disturber line index set $K$ (which may also include $v$), initial precoder matrix $C^{(0)}$.

**output** : improved precoder $C^{(n+1)}$.

**Step 1.** Set $n = 0$.

**Step 2.** Use $M$ SNR reports to estimate baseline interference $Z_v^{(n)}$.

**Step 3.** Select next disturber $k$ in $K$.

**Step 3.1** Set perturbation magnitude $\Delta_k^{(n)} = \sqrt{\lambda Z_v^{(n)}/P_k}$ and choose perturbation angle $\phi_k^{(n)}$ uniformly at random.

**Step 3.2** Use $M$ SNR reports to estimate each of the perturbed interference levels $Z_v(\Delta_k^{(n)} e^{-j\phi_k^{(n)}} k)$ and $Z_v(\Delta_k^{(n)} e^{-j\phi_k^{(n)}} k)$.

**Step 3.3** Estimate current residual $\hat{\theta}_{v,k}(\Delta_k^{(n)} e^{-j\phi_k^{(n)}})$ via (9).

**Step 3.4** If not all disturbers in $K$ have been perturbed, go to Step 3. Otherwise go to Step 4.

**Step 4.** Select next disturber $k$ in $K$.

**Step 4.1** Update precoder to obtain $c_{v,k}^{(n+1)} = c_{v,k}^{(n)} - \hat{\theta}_{v,k}^{(n)}$.

**Step 4.2** If not all disturbers in $K$ have been updated, go to Step 4. Otherwise go to Step 5.

**Step 5.** If all residual interference levels $\hat{\theta}_{v,k}^{(n)}$ are sufficiently small, or if $n$ is sufficiently large, stop. Otherwise, set $n \leftarrow n + 1$ and go to Step 2.

The steps above may be done on all tones in parallel for which SNR reports are available.

1) **Expected Convergence Time:** As described in Section III-C, the algorithm will converge almost surely if $\alpha(M, \lambda, \beta) < 1$. This condition can be checked in advance. The value for $\alpha$ can also be used to bound the mean time to converge via Theorem 2. For example, suppose that we wish to raise the SNR by 30 dB and have a target of $\beta = 1$. Substituting into the bound we find that $\mathbb{E}[T_\beta] \leq 4$, so that on average no more than four iteration steps are required. Figure 2 illustrates the relation between the bound on the mean convergence time and the number of disturbers.
2) Tail distribution of convergence time: It is also of interest to estimate or bound the probability that the procedure does not converge in a given number of iterations. Using (28) we may construct a random walk \( \{W_n\} \) which bounds \( \xi_K^n \) in distribution. Let \( W_0 = \xi_0 \) and
\[
W_{n+1} = F_n W_n, \quad n \geq 0,
\]
where \( F_n \) is a gamma random variable, written as \( F_n \sim \Gamma(L-1, \tau/(L-1)) \), with mean \( \tau \) given by the right side of (28). Note that the Gamma distribution \( \Gamma(a, b) \) has two parameters: \( a \) is the scale and \( b \) is the shape. The mean is \( ab \) and the variance is \( ab^2 \). The variable \( F_n \) provides a bound, in distribution, on the factor by which the interference level decreases after the \( n \)-th estimation step. It follows that \( \xi_K^n \) is bounded by \( W_n \) up to the step when \( \xi_K^n \) falls below \( \beta \), and that we can bound the probability that \( \xi_K^n \) converges by the probability that \( W_n \) converges.

Define \( Y_t := 10 \log_{10} F_t - 10 \log_{10} \alpha \), where \( \alpha \) is chosen such that \( Y_t \) has negative mean. Let \( D_K \) be the event that the sequence \( W_n \) is larger than \( \beta \) for all \( n \leq K \) and let
\[
A_K := \left\{ \omega : \frac{1}{K} \sum_{t=1}^{K} Y_t(\omega) > 10 \log_{10}(\beta/\xi_0) - 10 \log_{10} \alpha \right\}
\]
be the event that \( W_K \) is larger than \( \beta \). Clearly \( D_K \) is a subset of \( A_K \), and so \( R_K := P[A_K] \) is an upper bound on \( Q_K := P[D_K] \), which in turn is an upper bound on the probability that the interference \( \xi_K^n \) does not converge within \( K \) steps.

The probability \( R_K \) can be evaluated using the Chernoff bound for a sum of independent, identical random variables:
\[
Q_K \leq R_K \leq \exp \left( -\frac{a}{K} I(\beta/K - 10 \log_{10} \alpha) \right),
\]
where \( a = 10 \log_{10} \epsilon \), and where
\[
I(x) = \sup_{t>0} \left( tx - \log \frac{\Gamma(\nu+t)}{\Gamma(\nu)} \right)
\]
and \( \Gamma(x) \) is the Gamma function of \( x \).

Table I shows this Chernoff upper bound (computed numerically), as well as \( R_K, Q_K \) (estimated by Monte Carlo simulation) for the case \( 10 \log_{10} \alpha = -16.12 \, \text{dB} \) and a required gain of \( 30 \, \text{dB} \) in SNR. The results show that \( Q_K \) is very close to \( R_K \) and we may deduce that it is very unusual for the random walk to converge to below \( \beta \) and then later climb above this level. It follows that we can obtain tight bounds by sharpening the Chernoff bound on \( R_K \) using well known refined estimates [19].

In practice the SNR algorithm takes even fewer steps to converge than the bounding random walk does because the initial step of bounding of \( \xi_K^n \) by \( W_n \) is not tight. Further simulation results are given in Section V.

### Table I: Probability of Convergence Within \( K \) Steps

<table>
<thead>
<tr>
<th>( K )</th>
<th>( Q_K )</th>
<th>( R_K )</th>
<th>Chernoff Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.577</td>
<td>0.577</td>
<td>0.9977</td>
</tr>
<tr>
<td>5</td>
<td>2.18 \times 10^{-2}</td>
<td>2.18 \times 10^{-2}</td>
<td>0.1249</td>
</tr>
<tr>
<td>6</td>
<td>3 \times 10^{-5}</td>
<td>3 \times 10^{-5}</td>
<td>2.993 \times 10^{-4}</td>
</tr>
</tbody>
</table>

B. Protecting Active Lines from Joining Line Interference

The steps taken during the protection phase guard active lines from excessive crosstalk interference from the joining line. This phase takes place before the acquisition phase discussed above. The active lines are vulnerable to interference from the joining line because they are operating at high SNR with commensurate bit loadings. To avoid causing decoding errors, the (normalized) interference from the joining line must be kept below a controlled predetermined threshold \( \beta \) throughout the joining process. This can be accomplished by having the joining line start at some sufficiently low power \( P_k^0 \) and then gradually raising power as the required precoder coefficients are more and more accurately estimated [12]. Estimation of \( \theta_{e,k} \) can proceed in parallel on multiple victim lines \( v \), as long as the second-order side effects mentioned in Section II-A are negligible.

Consider in particular protecting a victim line \( v \) from crosstalk from a joining line \( k \). To make the method useful, the power should be ramped up quickly while controlling the risk of causing high interference. For one iteration, (29) gives a trade-off between power increase \( r = P_k^{(n+1)}/P_k^n \) and the risk of exceeding the interference threshold \( \beta \). In particular, given a probability limit \( \delta \), one can compute the maximum value of \( r \) such that \( f(\beta, r) \leq \delta \). It is then possible to increase the power by a factor of \( r^K \) in \( K \) steps, with the probability of exceeding the threshold at some stage being bounded by \( K\delta \). If desired, the simpler but looser bound (27) can be used instead of (29) to bound the maximal ratio \( r \).

In general, the desired overall power increase \( R = P_k^{[K]}/P_k^0 \) and an overall probability threshold \( \epsilon \) are given. In this case (29) can be used to find the smallest number of steps \( K \) such that \( f(\beta, R^{1/K}) \leq \epsilon/K \). If there is no such solution using \( M \) SNR reports per iteration, then the parameter \( M \) can be increased until a viable solution is found. Large values of \( \epsilon \) permit a more aggressive algorithm in which \( K \) and \( M \) can be smaller.

As before, the impact of the perturbation on the SNR is controlled by the normalized perturbation parameter \( \eta^{[n]}_{k} \). In the previous section, we found that making the perturbation scale adaptively with the total interference \( z_v \) is an efficient
choice. Since in the present case the total interference is to remain within a small interval \([1, 1 + \beta]\), it makes sense to use a fixed normalized perturbation \(\eta\). That is, the perturbation magnitude should be set as \((\Delta \theta_{v,k}^{[n]})^2 = \eta N_v / P_k^{[n]}\), which is inversely proportional to the joining line power, and proportional to the background noise level of the active line \(v\).

The pseudo-code for the protection algorithm is as follows:

**Protection algorithm:**

**input**: victim line index \(v\), joining line index \(k\), initial precoder matrix \(C^{[0]}\), safe initial power level \(P_k^{[0]}\), desired final power level \(P_k\), interference bound \(\beta\), and risk threshold \(\varepsilon\).

**output**: improved precoder \(C^{[K]}\) such that the residual interference satisfies \(\theta_{v,k}^2 P_k \leq \beta N_v\).

**Step 1.** Pre-compute the smallest number of steps \(K\) (and associated smallest repetition parameter \(M\)) such that the power increment \(r = (P_k/P_k^{[0]})^{1/K}\) has risk below \(\varepsilon/K\).

**Step 2.** Set the joining line transmission power to \(P_k^{[0]}\) and set time parameter \(n = 0\).

**Step 3.** Form the estimate \(\hat{\theta}_{v,k}^{[n]}\) using SNR difference estimation with perturbation magnitude \((\Delta \theta_{v,k}^{[n]})^2 = \eta N_v / P_k^{[n]}\) and random perturbation angle \(\phi\).

**Step 4.** Update precoder to obtain \(c_{v,k}^{[n+1]} \leftarrow c_{v,k}^{[n]} - \hat{\theta}_{v,k}^{[n]}\).

**Step 5.** Increment the power as \(P_k^{[n+1]} = r P_k^{[n]}\). If \(P_k^{[n+1]} \geq P_k\), stop. Otherwise set \(n \leftarrow n + 1\) and repeat from Step 3.

V. NUMERICAL RESULTS

This section contains further numerical illustration of the application of the analysis of Section III to the seamless joining procedures described in Section IV.

In the simulations, the SNR reports \(\gamma_v\) were generated as inverses of Gaussian error power measurements \(Z_v\), in keeping with Assumption A5. The mean level \(Z_v\) and variance \(\sigma_v^2 / T\) were calculated using Lemma 2 of Appendix A. In this calculation the random variables \(a_i\) were complex data signals scaled by the residual crosstalk magnitude. The complex data signals were chosen uniformly from a square centered at the origin of the complex plane. Relative crosstalk coupling coefficients had randomly chosen phases, and their magnitudes were selected to achieve a desired gap between performance with and without crosstalk cancellation.

A. Acquisition Phase

We first report on a set of experiments related to the acquisition phase of Section IV. In the experiments \(L = 5\), i.e., there are \(L - 1 = 4\) active lines and there is one joining line. The normalized background noise is \(N_v = 10^{-5}\) on each line, so that the SNR in the absence of crosstalk is 50 dB. We set the relative crosstalk \(g_{v}\) into the given victim line \(v\) such that the SNR without precoding was 15.97 dB. Rough initial estimates were used to determine precoder coefficients that raised the SNR to 18.10 dB. A total of nine SNR measurements were used per update: an unperturbed measurement, and then measurements for two perturbations on each of \(L_d = 4\) lines. The target SNR was 3 dB below ideal \((\beta = 1)\).

The magnitudes of the elements of the relative crosstalk channel \((I + G)\) are

\[
\begin{bmatrix}
1.0000 & 0.14142 & 0.07071 & 0.01414 & 0.00707 \\
0.01088 & 1.00000 & 0.1608 & 0.01489 & 0.01409 \\
0.03026 & 0.00888 & 1.00000 & 0.01241 & 0.03089 \\
0.00118 & 0.00504 & 0.02248 & 1.00000 & 0.00383 \\
0.00063 & 0.00294 & 0.00062 & 0.00423 & 1.00000
\end{bmatrix}
\]

The complex crosstalk coefficients \(g_{1,k}\) and initial precoder settings \(c_{1,k}\) into line 1, for disturbers \(k = 2, \ldots, 5\), are given by

\[
\begin{align*}
0.100 + 0.100j & & \text{and} & & -0.1753 - 0.0267j \\
-0.050 + 0.050j & & & & -0.0151 - 0.0598j \\
-0.010 - 0.010j & & & & 0.0163 + 0.0049j \\
0.005 - 0.005j & & & & -0.0101 + 0.0034j
\end{align*}
\]

respectively.

1) **Fixed Perturbations:** To emphasize the importance of using adaptive perturbations, we first performed simulations using fixed perturbations. That is, we used the algorithm described in Section IV-A, except that the same perturbation magnitude \(\Delta\) was used in each iteration. Illustrative results for the fixed case are shown in Table II. The first column gives the magnitude of the perturbation normalized by the square root of the noise. The second column is the number of SNR measurements per SNR estimate \(M\), and the third column is the time required, in a single trial, to bring the normalized interference below \(\beta = 1\), assuming that each SNR report requires 11 seconds to obtain. The values of \(M\) were chosen empirically to roughly minimize convergence time. The examples in Table II illustrate that sufficiently large values of \(M\) can ensure convergence with fixed perturbations, but that the convergence time is very long.

2) **Adaptive Perturbations:** We next report on a set of experiments done using adaptive perturbations with magnitude \(\Delta_t = \lambda Z_v / P_k\). Figure 3 shows the progression of the SNR of the joining line, as the precoder is updated with successively better estimates of the inverse channel, using the acquisition algorithm presented in Section IV-A. The base SNR measured in Step 2 of each successive iteration is depicted. The five vertical bars associated with each iteration are obtained using different values of the adaptive perturbation parameter \(\lambda\). For all cases, the initial SNR in iteration zero was approximately 18 dB. Values of \(\lambda\) near 1 converge quickly, while much lower and much higher values of \(\lambda\) take longer to converge, as was anticipated in Section IV.

<table>
<thead>
<tr>
<th>(\Delta / \sqrt{N_v})</th>
<th>(M)</th>
<th>convergence time [hours]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>20</td>
<td>3.9</td>
</tr>
<tr>
<td>0.7</td>
<td>45</td>
<td>6.7</td>
</tr>
<tr>
<td>0.4</td>
<td>85</td>
<td>48.3</td>
</tr>
</tbody>
</table>
Although Figure 3 does not show the SNR values observed during perturbation measurements, it is worth noting that very large values of $\lambda$ cause excessive SNR fluctuations during perturbation, in addition to slow convergence. For example, the choices $\lambda = 16$ and $\lambda = 36$ cause perturbation measurements to be about 14 dB and 17 dB below base measurements.

![SNR vs Number of Iterations](image)

**Fig. 3.** SNR of a joining line with successive iterations of the acquisition algorithm. For a given iteration number, the five vertical bars represent performance when using one of five different values of the adaptive perturbation parameter $\lambda$. From left to right, the values are $\lambda = \{0.04, 0.25, 1.0, 16, 36\}$.

To examine these results in more detail, repeated trials were performed to estimate the probability $P_S$ that the SNR level would come within 3 dB of ideal after at most five iterations of the acquisition algorithm.
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**Fig. 4.** Reported SNR for a joining line and an active line during several iterations of the acquisition phase.
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**Table IV**

<table>
<thead>
<tr>
<th>$\xi$</th>
<th>$\alpha$ (dB)</th>
<th>Actual mean gain (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1585</td>
<td>-13.67</td>
<td>-15.00</td>
</tr>
<tr>
<td>328</td>
<td>-13.66</td>
<td>-15.26</td>
</tr>
<tr>
<td>76.6</td>
<td>-13.62</td>
<td>-15.19</td>
</tr>
<tr>
<td>1.07</td>
<td>-10.99</td>
<td>-12.33</td>
</tr>
</tbody>
</table>

Table III shows the estimated probability of success for several values of $\lambda$ along with the average number of steps required to converge. For comparison, the upper bound on the mean number of steps to converge, based on Theorem 2 in conjunction with (25), is also given. In all cases 100,000 trials were used.

The table shows that the likelihood of failure and the expected number of steps required grows as $\lambda$ moves away from the value $\sqrt{2}$ that minimizes the bound. This is consistent with the results given in Section IV.

As a general remark, $M = 1$ is typically optimal when $\beta$ is relatively large, as might be the case when initially acquiring crosstalk coefficients for a joining line. On the other hand, larger values of $M$ may become useful when the goal is to obtain $\beta \ll 1$, as might be the case when tracking slow changes to crosstalk coefficients in “showtime”.

Figure 4 shows a typical, complete set of SNR measurements using adaptive perturbation with $\lambda = 1$. The plot depicts the SNR levels experienced by the joining line and by one of the four active lines each time the precoder coefficients are changed during the acquisition phase. In each iteration, there is a base measurement, followed by eight perturbation measurements. These nine measurements correspond to one algorithm iteration. For the joining line, the subsequent base measurement reflects the higher SNR obtained using an improved inverse channel estimate. The figure shows that the joining line can experience SNR drops of around 4 dB relative to the base measurement during the perturbation steps. Due to the second-order effects mentioned in Section II-A, the SNR on the neighboring line also experiences fluctuations, particularly during the first iteration. When needed, these fluctuations can be reduced by limiting the perturbation magnitude.

Finally, for these trials we compared the value (25) with the experimental results. In each row of Table IV, the initial level of interference $\xi^{[n]}$ is fixed and we report the empirical mean improvement ratio $\mathbb{E}^{[n+1]} / \mathbb{E}^{[n]}$ after one iteration, averaging over 10,000 random trials. The empirical values are compared with the upper bound $\alpha(M, \lambda, \xi)$ from (25). Other parameters of the simulation included the background noise $N_0 = 10^{-2}$, perturbation scale $\lambda = 1$, repetition factor $M = 1$, number of lines $L = 5$, and symbols per report $T = 256$. When the normalized interference $\xi$ is significantly larger than one, the reduction in interference achieved in one iteration is about 15 dB. When $\xi$ is close to one, the improvement is usually reduced somewhat. In all cases, the bound is fairly tight, within 1.5 dB of the empirical values. This gap is because the actual error variances are somewhat smaller than implied by the coefficient of variation bound $\kappa = 1$.

### B. Protection Phase

We also considered the scenario where a single active line acquires the crosstalk coefficient of a single joining line using the algorithm proposed in Section IV. In this situation, we set $\beta = 1$, meaning that the base SNR on an active line should fall by no more than 3 dB during the protection phase.
There can be an additional loss in SNR from the perturbations themselves and, as $\zeta = 1$, these will also be roughly 3 dB. We set $N = 10^{-5}$, $\kappa = 1$, and chose the overall reliability to be $\epsilon = 10^{-2}$. At start up we took an initial power of -45 dB relative to full power as sufficient to ensure that the additional normalized crosstalk interference is within $\beta$, taking into account the initial error in the estimate of $g$.

For each trial, the phase of $g$ was chosen uniformly at random, and the squared magnitude was $|g|^2 = 0.1$. Thus, if the joining line were to start at full power, the victim line SNR would be immediately drop to 10 dB.

Figure 5 plots the probability of excessive mean interference $E_K$ against the number of power increments $K$. Using the simple exponential bound (27) shows that the target probability can be satisfied with less than $K = 10$ iterations, whereas the refined bound (29) gives a bound of $K = 7$ iterations. The simulations demonstrate that in fact $K = 5$ is feasible.

Fixing $K = 7$, a joining experiment was then performed in which the same initial estimate was used giving 48.8 dB as starting SNR. Figure 6 shows a histogram for the actual SNR values observed on active lines at all stages of the algorithm. The right-most mode in the histogram corresponds to the unperturbed SNR, and the other modes correspond to various perturbation impacts. The additional losses from perturbations can be seen. Using (13) we determined the maximum total SNR loss should be 8.3 dB with the above parameter values, neglecting estimation error. It can be seen that this bound is approached, but only rarely, in the course of the experiment. Closer inspection of the results showed that the active line SNR fell rarely below the target value of 47 dB, with only seven out of 10,000 update sequences falling more than 3 dB below target during joining. Our results also showed that even the perturbed SNR rarely fell below 46 dB.

VI. CONCLUSIONS

Our results confirm that the use of SNR feedback can form the basis of a robust scheme to acquire precoder coefficients. As we show, iterating between residual estimation and precoder updates while adaptively adjusting the perturbation magnitude results in efficient and accurate coefficient acquisition. Principal amongst the considerations for any scheme are the time to acquire the precoder coefficients and the impact on the other lines. Our theoretical framework allows the trade-off between these to be struck. The common feasibility requirement for these schemes is that the residual crosstalk interference be reliably reduced to a predetermined target level.

Our numerical results show that crosstalk coefficient acquisition can be accomplished in only a small number of algorithm steps and in such a way that the number of steps needed, as well as the SNR loss during measurement, can be predicted in advance. Additional speed is nonetheless desirable and this can be accomplished in various ways which have not been described here. For instance, while the estimation procedures presented here produce independent estimates on all tones, the estimates on multiple tones can be jointly processed, thereby taking advantage of structure in crosstalk channels as a function of frequency.
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APPENDIX A

MEASUREMENT VARIANCE

The goal of this section is to prove Theorem 1. The following lemma gives a special property of complex variables with a certain symmetry.

Lemma 1: Let $a = c(x + jy)$ be a complex random variable where $c$ is a complex constant and where $x$ and $y$ are real random variables. Suppose that $x$ and $y$ are each zero mean, mutually uncorrelated, and have identical variance $E[x^2] = E[y^2] = \sigma^2/2$. Then $E[a^2] = 0$.

The proof is straightforward:

$$E[a^2] = c^2 (E[x^2] - E[y^2] + 2jE[x]E[y]) = 0.$$  

Under the conditions of Theorem 1, each of the interference signals $\theta_{i,j}, x_j$ and the noise $u_0$ satisfy Lemma 1. The next lemma expresses the variance of the squared magnitude of sums of such variables.

Lemma 2: Let $S = \sum_{i=1}^{N} a_i$ where the variables $a_i$, $1 \leq i \leq N$, are mutually independent, complex valued random
variables with bounded fourth moments. Suppose further that 
\( E[a_i] = 0 \), \( E[|a_i|^2] = \sigma_i^2 \), and \( E[a_i^2] = 0 \). Then

\[
\mathbb{V}[|S|^2] = \sum_{i=1}^{N} \mathbb{V}[|a_i|^2] + \sum_{i=1}^{N} \sum_{k \neq i} \sigma_i^2 \sigma_k^2.
\]

**Proof:** The fourth moment of \( S \) can be expressed by

\[
\mathbb{E}[|S|^4] = \mathbb{E}[SSSS] = \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N} \sum_{l=1}^{N} E[a_i a_j a_k a_l].
\]

By the independence properties and first and second order expectations, we have

\[
E[a_i a_j a_k a_l] = \begin{cases} 
E[|a_i|^4], & \text{for } i = j = k = l, \\
\sigma_i^2 \sigma_j^2 \sigma_k^2, & \text{for } i = j, k = l, i \neq k, \\
\sigma_i^2 \sigma_j^2 \sigma_k^2, & \text{for } i = l, k = j, i \neq k, \\
0, & \text{otherwise}.
\end{cases}
\]

so that

\[
\mathbb{E}[|S|^4] = \sum_{i=1}^{N} E[|a_i|^4] + 2 \sum_{i=1}^{N} \sum_{k \neq i} \sigma_i^2 \sigma_k^2.
\]

Since \( \mathbb{E}[|S|^2] = \sum_i \sigma_i^2 \), we have

\[
\mathbb{E}[|S|^2]^2 = \sum_{i=1}^{N} \sigma_i^4 + \sum_{i=1}^{N} \sum_{k \neq i} \sigma_i^2 \sigma_k^2
\]

and the lemma follows from \( \mathbb{V}[|S|^2] = \mathbb{E}[|S|^4] - \mathbb{E}[|S|^2]^2 \). \( \square \)

The following lemma can be used to bound the coefficient of variation of the interference.

**Lemma 3:** For the variables \( a_i \) defined in Lemma 2, suppose that there is \( \kappa > 0 \) such that \( \mathbb{V}[|a_i|^2] \leq \kappa \mathbb{E}[|a_i|^2]^2 \) for each \( i = 1, \ldots, M \). Then we have

\[
\mathbb{V}[|S|^2] \leq \max(\kappa, 1) \mathbb{E}[|S|^2]^2.
\]

**Proof:** We have

\[
\mathbb{V}[|S|^2] = \sum_{i=1}^{N} \mathbb{V}[|a_i|^2] + \sum_{i=1}^{N} \sum_{k \neq i} \sigma_i^2 \sigma_k^2
\]

\[
\leq \max(\kappa, 1) \left( \sum_{i=1}^{N} \sigma_i^4 + \sum_{i=1}^{N} \sum_{k \neq i} \sigma_i^2 \sigma_k^2 \right)
\]

\[
= \max(\kappa, 1) \left( \sum_{i=1}^{N} \sigma_i^4 \right)^{1/2}.
\]

\( \square \)

Theorem 1 follows from the preceding three lemmas, on taking \( S = \left( \sum_{k \neq i} \sigma_i^2 \right) + u_k \). Because the noise \( u_k \) is complex Gaussian, it satisfies the conditions of Lemma 3 with \( \kappa = 1 \).

**Appendix B**

**Proof of Theorem 2**

Let the stopping time \( T_\beta \) be the smallest \( n \) such that \( V_n \leq \beta \).

Let \( M_n \) be the process \( V_n \) stopped when the interval \([0, \beta]\) is entered, i.e. \( M_n = V_n \) for \( n < T_\beta \) and \( M_n = 0 \) for \( n \geq T_\beta \).

For the stopped process, we have

\[
E[M_n | F_{n-1}] \leq M_{n-1},
\]

as the inequality trivially holds beyond the stopping time \( T_\beta \). It follows immediately that the limit \( M_\infty \) exists almost surely since the process is a positive super-martingale.

For a random variable \( X \) and event \( A \), the expectation of \( X \) times the indicator \( 1_A \) of \( A \) is denoted \( E[X; A] := E[X1_A] \).

In this notation, the tail probability of the stopping time can be expressed by

\[
\mathbb{P}[T_\beta > n] = \mathbb{P}[M_n > \beta] = \frac{\beta}{\mathbb{E}[M_n]} \leq \frac{\beta}{M_\infty}.
\]

To bound the latter expression, note that for any \( n \geq 1 \), we have

\[
E[M_n; M_n > \beta] \leq E[M_n; M_{n-1} > \beta] \leq \alpha E[V_{n-1}; V_{n-1} > \beta] = \alpha E[M_{n-1}; M_{n-1} > \beta],
\]

using the definition of \( M_n \) and the martingale property of \( V_n \). Then by induction, we have

\[
E[M_n; M_n > \beta] \leq \alpha^n E[M_0; M_0 > \beta] \leq \alpha^n V_0.
\]

As a result, we have

\[
\mathbb{P}[T_\beta > n] \leq \min(1, \alpha^n V_0 / \beta).
\]

Finally, let

\[
M = \left\lfloor \frac{\log(V_0 / \beta)}{\log(1/\alpha)} \right\rfloor
\]

be the smallest index such that \( \alpha^M V_0 / \beta < 1 \). The expected stopping time can be bounded as

\[
E[T_\beta] = \sum_{n=0}^{\infty} \mathbb{P}[T_\beta > n] \leq M + \frac{\alpha^M V_0}{\beta(1-\alpha)} \leq M + \frac{1}{1-\alpha},
\]

as required.

**Appendix C**

**Weighted Sum of Chi-Squared Variates**

The following Lemma shows how to compute the tail probability of a weighted sum of chi-squared random variables with one degree of freedom, as needed for (29). Let \( B(a, b) = (\Gamma(a)\Gamma(b)) / \Gamma(a+b) \) be the beta function and define

\[
\mathbb{P}_h(v) = \begin{cases} 
1 + v + \ldots + \frac{v^h}{h!}, & \text{exp}(-v).
\end{cases}
\]

**Lemma 4:** If \( X_\alpha \sim \Gamma(\frac{1}{2}, \frac{1}{\alpha}) \), \( X_\beta \sim \Gamma(\frac{1}{2}, \frac{1}{\beta}) \), \( \beta \leq \alpha \) and set

\[
H(u) = \mathbb{P}[X_\alpha + X_\beta \geq u]
\]

(31)
then
\[ H(u) = C(\alpha, \beta) \sum_{k=0}^{\infty} \left( \frac{\alpha - \beta}{\alpha} \right)^k \frac{1}{\alpha} P_k(\alpha u) B(\frac{1}{2}, \frac{1}{2} + k), \]

where \( C(\alpha, \beta) = \frac{1}{\Gamma(\alpha) / (\Gamma(1/2))^2} \).

Proof: Let \( X_\alpha \) be a gamma random variable with scale \( 1/\alpha \) and with shape \( \nu \), so that the density of \( X_\alpha \) is
\[ f_\alpha(x) = \frac{\alpha^\nu x^{\nu-1} e^{-\nu x}}{\Gamma(\nu)}, \]
for \( x \geq 0 \).

Let \( X_{1/2} \) be another such random variable but with scale \( 1/\beta \) instead of \( 1/\alpha \) and with density \( f_{1/2}(x) \).

The density \( h(u) \) of the sum \( X_\alpha + X_{1/2} \) satisfies
\[ h(u) = \int_0^u f_{\beta}(y)f_{1/2}(u-y) dy \]
\[ = \frac{(\alpha \beta)^\nu}{\Gamma(\nu)} \int_0^u e^{-\alpha(u-y)} y^{\nu-1} (u-y)^{\nu-1} e^{-\beta y} dy. \]

Set \( y = ut \) and \( C(\alpha, \beta) := (\alpha \beta)^\nu / \{\Gamma(\nu)\}^2 \). It follows that
\[ h(u) = C e^{-\alpha u} u^{2\nu-2} \int_0^1 e^{-(\beta-\alpha)at} t^{\nu-1}(1-t)^{\nu-1} dt, \]

If we set \( \nu = 1/2 \) and expand the exponential in the integrand, terms involving \( t \) can be integrated out to obtain
\[ h(u) = C e^{-\alpha u} \sum_{k=0}^{\infty} (\alpha - \beta)^k \frac{u^k}{k!} B(\frac{1}{2}, \frac{1}{2} + k). \]

By integrating we obtain the desired survivor function \( H(u) \) in (32). \( \square \)
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