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Abstract

We treat the problem of bounding components of the possible distance distributions of codes given the knowledge of their size and possibly minimum distance. Using the Beckner inequality from Harmonic Analysis we derive upper bounds on distance distribution components which are sometimes better than earlier ones due to Ashikhmin, Barg and Litsyn. We use an alternative approach to derive upper bounds on distance distributions in linear codes. As an application of the suggested estimates we get an upper bound on the undetected error probability for an arbitrary code of given size. We also use the new bounds to derive better upper estimates on the covering radius, as well as a lower bound on the error-probability threshold, as a function of the code’s size and minimum distance.
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1 Introduction

An interest in the distance distributions of codes is due to the fact that they play an important role in estimating decoding error probabilities. In most recent studies bounds on the distance distributions are derived when the minimum distance or/and the dual distance of the code are known. These estimates prove reasonably tight when the size of the code is close to or satisfies linear programming bounds relating the minimum distance and the rate. In this paper we tackle a different problem, namely, we wish to bound the distance distribution of codes given their size and minimum distance. Thus the parameters of the considered codes may be essentially worse than those given by the known upper bounds on the rate of code as a function of minimum distance. However, as it will be demonstrated, this case is also of relevance in several problems of information and coding theory.

Let $F^n$ be the space of binary vectors of length $n$ endowed with the Hamming metric $d(\cdot, \cdot)$, for $x = (x_1, \ldots, x_n), y = (y_1, \ldots, y_n), x, y \in F^n$,

$$d(x, y) = |\{i : x_i \neq y_i\}|.$$ 

Let the (Hamming) weight of $x \in F^n$ be

$$wt(x) = |\{i : x_i = 1\}|$$

i.e. the number of ones in $x$. Let $B(x, r) \subseteq F^n$ stand for the ball of radius $r$ centered at $x$,

$$V(r) = \sum_{i=0}^{r} \binom{n}{i}$$

being its volume. Let $C \subseteq F^n$ be a code of rate

$$R(C) = R = \frac{1}{n} \log_2 |C|.$$ 

Assume that the minimum distance $d(C)$ of the code,

$$d(C) = d = \min_{c_1, c_2 \in C, c_1 \neq c_2} d(c_1, c_2),$$

is $d = \delta(C)n$, where $\delta = \delta(C)$ is the relative distance of the code. Denote by $B(C) = (B_0(C) = 1, B_1(C), \ldots, B_n(C))$ the distance distribution of the code, i.e.

$$B_i(C) = B_i = \frac{1}{|C|} |\{c_1, c_2 : c_1, c_2 \in C; d(c_1, c_2) = i\}|.$$
For $c \in C$ let

$$A_i^C(c) = A_i(c) = |\{c_1 \in C : d(c, c_1) = i\}|.$$  \hfill (1)

Notice that

$$B_i = \frac{1}{|C|} \sum_{c \in C} A_i(c).$$  \hfill (2)

Whenever we deal with a linear code (i.e. a code closed under component-wise modulo 2 sum) then for every $c \in C$ we have $A_i(c) = B_i$.

We will also be using the exponents $b_\xi(C)$ of $B_{[\xi n]}(C)$, namely,

$$b_\xi(C) = b_\xi = \frac{1}{n} \log_2 B_{[\xi n]}.$$

We are interested in the problem of bounding possible distance distributions knowing the size of the code and, perhaps, its minimum distance.

**Problem statement:** Given $R$, $\delta$, and $\xi$, such that $0 \leq R \leq 1$, $0 \leq \delta \leq 1/2$, and $\delta \leq \xi \leq 1$, we wish to estimate

$$b_\xi(R, \delta) := \limsup_{n \to \infty} \max_C b_\xi(C)$$  \hfill (3)

where the maximum is taken over all codes $C$ of length $n$, rate at most $R$ and minimum distance at least $\delta n$.

When $\delta = 0$ we sometimes omit the second index and write $b_\xi(R)$.

Among others, we address the following very simply stated, but apparently non-trivial, question: Is it possible that in a code of size exponentially smaller than $2^n$ there is an index $i$ such that $B_i$ has the same exponential order as $\binom{n}{i}$? In what follows, among other results, we resolve this question negatively by providing upper bounds on the distance distribution components (see Corollary 2). The possible distance distributions are even more restricted if the minimum distance is given (see Theorem 7).

The bounds we derive are applied to three problems (though we believe that there are quite a few others where they can be efficiently used).

The first one is related to estimation of the undetected error probability, i.e. the average (over the code) probability that a codeword transmitted over a binary symmetric channel (BSC) is distorted in such a way that the
received word, though different from the transmitted one, also belongs to the code. This probability for a code $C$ is expressed as

$$P_{ue}(C, \rho) = \sum_{i=1}^{n} B_i \rho^i (1 - \rho)^{n-i},$$

(4)

where $\rho$, $0 \leq \rho \leq 1/2$, is the BSC bit transition probability. We are interested in bounding the undetected error probability from above, i.e. trying to answer the following question: 

*Given the BSC transition probability and the code size, what is the largest possible undetected error probability?* An answer is presented in Theorem 3. For earlier known bounds consult [11] and references therein.

Another problem deals with bounding the covering radius of a linear code of given size and dual distance. The covering radius of a code $C$ is

$$\mathcal{R}(C) = \max_{v \in F^n} \min_{c \in C} d(v, c).$$

The dual distance is the minimum distance of the code $C^\perp$, dual to $C$,

$$C^\perp = \{c^\perp : \forall c \in C, \sum_{i=1}^{n} c_i^\perp c_i = 0 \mod 2\}.$$

It is well-known that codes with large dual distance have small covering radii. Using the obtained bound along with an inequality relating the value of the covering radius of the code to the distance distribution of its dual, we derive a better upper bound on the covering radius. It is given in Theorem 11, and improves on the earlier known bounds, see [3, 5, 7].

The third problem consists in finding the threshold for maximum-likelihood decoding error probability in a BSC as a function of code’s minimum distance and size. Given a received distorted vector, such decoding outputs the closest (in the sense of Hamming distance) codeword. The error probability thus is the probability that the result of the decoding differs from the initial codeword. As it was proved in [18], for every code there exists a threshold $\theta$ of the BSC transition probability $\rho$ such that the decoding error probability is close to 0 if $\rho < \theta$, and is close to 1 if $\rho > \theta$. The problem is to locate $\theta$ given the parameters of the code. We give a lower bound on the threshold in Theorem 12. It is in many cases better than the corresponding estimates derived by Tillich and Zémor [18], see also [19, 20].
Our results provide also an upper bound on $m(n, k, w)$, the maximum number of vectors of constant weight $w$ belonging to a $k$-dimensional subspace of $F^n$. In Subsection 4 we extend results of Linial and Samorodnitsky [14], and provide another bound on the distance distributions of linear codes given their dimension and minimum distance, sometimes better than the general one. We discuss the tightness of our results in view of a conjecture due to Khachatrian [10]. For results and references on an analogous problem when the subspaces are picked from the Euclidean space, see e.g. [1].

Throughout the paper all logarithms are to the base 2, and
\[ H(x) = -x \log x - (1 - x) \log(1 - x) \]
is the binary entropy.

The results of this paper extend and generalize those of the previous paper [8] of the last three authors, where mainly the case of unrestricted minimal distance was treated.

2 Basic inequalities

We use the Beckner inequality [6] (sometimes attributed to Bonami). The particular form of the inequality we use appears in [2, 9].

Let $f$ be a real-valued function defined on $F^n$. For a real positive $s$, the $s$-norm of $f$ is
\[ \|f\|_s = \left( \frac{1}{2^n} \sum_{v \in F^n} |f(v)|^s \right)^{1/s}. \]

For $\varepsilon \in (0, 1)$, let $T_\varepsilon = T_\varepsilon(f)$ be the function defined on $F^n$ as
\[ T_\varepsilon(v) = \sum_{u \in F^n} f(u) \left( \frac{1 + \varepsilon}{2} \right)^{n-d(u,v)} \left( \frac{1 - \varepsilon}{2} \right)^{d(u,v)}. \]

**Theorem 1 (Beckner)** For any real-valued function $f$ on $F^n$ and any $\varepsilon \in (0, 1)$,
\[ \|T_\varepsilon\|_2 \leq \|f\|_{1+\varepsilon^2}. \]
Let \( A(n, d, w) \) be the maximal possible number of binary \( n \)-vectors of weight \( w \), being at Hamming distance at least \( d \) one from another, and \( A(n, d, \leq w) \) stand for the corresponding quantity when the weight of the codewords is at most \( w \). Clearly, \( A(n, d, \leq w) \leq (w + 1) \max_{i=1,\ldots,w} A(n, d, i) \). Thus known upper bounds on \( A(n, d, w) \) can be used to estimate \( A(n, d, \leq w) \). All the known upper bounds are monotone in \( i \) (for \( w \leq n/2 \), so the maximum is achieved when \( i = w \). Let

\[
R(\delta, \gamma) := \limsup_{n \to \infty} \frac{1}{n} \log_2 A(n, \delta n, \leq \gamma n).
\]

The following summarizes the best known upper bounds on \( R(\delta, \gamma) \).

**Lemma 1**

a) \( R(\delta, \gamma) \leq R_1(\delta, \gamma) := H \left( \frac{1}{2} \left( 1 - \sqrt{1 - (\sqrt{\frac{1}{\gamma}}(1 - \gamma) - \delta(2 - \delta) - \delta)^2} \right) \right) \) \hspace{1cm} (5)

where \( 0 \leq \delta \leq 2\gamma(1 - \gamma) \).

b) Let

\[
\gamma_0 = \arg \min_{(1-\sqrt{1-2\delta})/2 \leq \alpha \leq 1/2} 1 - H(\alpha) + R_1(\delta, \alpha),
\]

Then for \( \gamma_0 \leq \gamma \leq 1/2 \)

\[
R(\delta, \gamma) \leq H(\gamma) - H(\gamma_0) + R_1(\delta, \gamma_0)
\]

\( \diamond \)

The first inequality (5) is the linear-programming bound [16], which is the best known bound for large distances. The second bound is due to a recurrence relation developed by Levenshtein [13] and is given here in the form suggested by Samorodnitsky [17].

Now we are in a position to state the basic inequality.

**Theorem 2** For any code \( C \) of length \( n \), minimum distance \( d \), and parameters \( p \in [0, 1/2] \), \( g \in [0, n/2] \), \( g \) being an integer, the following inequality holds:

\[
\sum_{i=0}^{n} B_i \sum_{i=0}^{n} h(i, l)p^i(1 - p)^{n-i} \leq (V(g)A^{1-2p}(n, d, \leq g))^{1/p} \left( \frac{|C|}{2^n} \right)^{1/p},
\]
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where
\[ h(i, \ell) = \{(u_1, u_2) : u_1 \in B(0^n, g), u_2 \in B(w, g) : wt(w) = i, d(u_1, u_2) = \ell\}. \]

**Proof** Define 
\[ f_g(v) = |\{c \in C : d(v, c) \leq g\}|. \]
Clearly, for every \( v \in F^n \),
\[ f_g(v) \leq A(n, d, \leq g). \]
Let
\[ \{c, v\}_g = \{(c, v) : c \in C, v \in B(c, g)\}. \]
Notice that
\[ \sum_v f_g(v) = |\{c, v\}_g| = |C|V(g). \]
Thus the maximum of 
\[ \sum_v f_g^{1+\epsilon^2}(v) \]
is achieved when \( |C|V(g)/A(n, d, \leq g) \) summands in the last sum assume their maximum value of \( A(n, d, \leq g) \), while the rest of the summands are 0, and this maximum is 
\[ |C|V(g)A^2(n, d, \leq g). \]
Therefore,
\[ \|f_g\|_{1+\epsilon^2} \leq \left( \frac{|C|V(g)A^2(n, d, \leq g)}{2^n} \right)^{1/(1+\epsilon^2)}. \]
This gives an estimate to the right-hand side of the Beckner inequality. To estimate the left-hand side, denote \( \rho = (1 - \epsilon)/2 \). Then 
\[ T_\epsilon(v) = \sum_{u \in F^n} f_g(u) \rho^{d(u,v)} (1 - \rho)^{n-d(u,v)} \]
and

\[
\sum_{v \in F^n} T_{\varepsilon}^2(v) = \sum_{v \in F^n} \left( \sum_{\{c, u\}_g} \rho^{d(u,v)} (1 - \rho)^{n-d(u,v)} \right)^2
\]

\[
= \sum_{v \in F^n} \sum_{\{c, u_1, u_2\}_g} \rho^{d(u_1,v)+d(u_2,v)} (1 - \rho)^{2n-d(u_1,v)-d(u_2,v)}
\]

\[
= \sum_{\{c, u_1, u_2\}_g} \sum_{v \in F^n} \rho^{d(u_1,v)+d(u_2,v)} (1 - \rho)^{2n-d(u_1,v)-d(u_2,v)}
\]

\[
= \sum_{\{c, u_1, u_2\}_g} G(u_1, u_2).
\]

Now we calculate \(G(u_1, u_2)\) defined by the previous equality. Clearly it depends only on the distance between \(u_1\) and \(u_2\). Let \(d(u_1, u_2) = \ell\), and without loss of generality assume that \(u_1 = 0^n, u_2 = 1^n 0^{n-\ell}\). Then

\[
G(u_1, u_2) = \sum_{i=0}^{\ell} \sum_{j=0}^{n-\ell} \left( \binom{\ell}{i} \left( \binom{n-\ell}{j} \right) \rho^{i+j+\ell-i-j} (1 - \rho)^{n-i-j+n-\ell-i-j} \right)
\]

\[
= \left( \sum_{i=0}^{\ell} \binom{\ell}{i} \rho^i (1 - \rho) \right)^{2\ell} \left( \sum_{j=0}^{n-\ell} \binom{n-\ell}{j} \rho^{2j} (1 - \rho)^{2n-2\ell-2j} \right)
\]

\[
= (2\rho(1 - \rho))^{\ell}(\rho^2 + (1 - \rho)^2)^{n-\ell}
\]

Denote \(p = 2\rho(1 - \rho)\), then \(1 - p = \rho^2 + (1 - \rho)^2\) and \(p \in [0, 1/2]\) whenever \(\rho \in [0, 1]\). Thus

\[
G(u_1, u_2) = p^{d(u_1,u_2)} (1 - p)^{n-d(u_1,u_2)}
\]

Continuing the previous computation and using definition (1), we conclude that

\[
\sum_{v \in F^n} T_{\varepsilon}^2(v) = \sum_{c \in C} \sum_{i=0}^{n} A_i(c) \sum_{\ell=0}^{n} h(i, \ell) p^{\ell}(1 - p)^{n-\ell},
\]

where \(h(i, \ell)\) has been defined in Theorem 2. Now noticing that \(1 + \varepsilon^2 = 2(1 - p)\), \(\varepsilon^2 = 1 - 2p\), applying the Beckner inequality, and using (2), we obtain the claimed result.

The function \(h(i, \ell)\) appearing in the statement of the theorem will be calculated later (in Lemma 3). However, choosing \(g\) small enough we may consider a particular case where this function is essentially absent.
Corollary 1 With the above notation, for any $p \in [0, 1/2]$, and $0 \leq \gamma < \gamma_E := \frac{1}{2} - \frac{1}{2}\sqrt{1 - 2\delta}$,
\[
\sum_{i=0}^{n} B_i \sum_{\ell=0}^{n} h(i, \ell)p^{\ell}(1-p)^{n-\ell} \leq V_{\frac{1}{2p}}(\gamma n)n^\alpha \left( \frac{|C|}{2^n} \right)^{\frac{2}{1-p}}.
\]
Here $\alpha$ is a non-negative constant depending on $\gamma$.

Proof If $\gamma$ satisfies the inequality
\[
0 \leq \gamma < \frac{1}{2} - \frac{1}{2}\sqrt{1 - 2\delta},
\]
then, by Elias (see e.g. [15]), for every $\mathbf{v} \in F^n$, $f_{\gamma n}(\mathbf{v}) \leq n^\alpha$, for some constant $\alpha = \alpha(\gamma) > 0$.

3 Estimates

In this section we use Theorem 2 to estimate components of distance distributions of codes. We start with the most straightforward application of the theorem to the problem of bounding the undetected error probability.

3.1 Undetected error probability in codes of given size

Theorem 3 Every code $C$ used on a BSC channel with transition probability $\rho \in [0, \frac{1}{2}]$ satisfies:
\[
P_{ue}(C, \rho) \leq \left( \frac{|C|}{2^n} \right)^{\frac{2}{1-2\rho}} - (1 - \rho)^n.
\]

Proof Set $d = 1$ and choose $g = 0$ in Theorem 2. Then the balls $B(c, g)$ are just codewords of $C$. Obviously $V(0) = 1$ and $A(n, 1, \leq 0) = 1$. It is easy to see that $h(i, \ell) = 0$ unless $i = \ell$, in which case $h(i, \ell) = 1$. Therefore, by the definition of $P_{ue}$, we have
\[
P_{ue}(C, \rho) = \sum_{i=0}^{n} B_i \rho^{i}(1-\rho)^{n-i}
\]
\[
\leq -(1 - \rho)^n + \left( \frac{|C|}{2^n} \right)^{\frac{2}{1-2\rho}}.
\]
Since for every code
\[ P_{ue}(C, 1/2) = \frac{|C| - 1}{2^n} = \frac{|C|}{2^n} - \left( \frac{1}{2} \right)^n, \]
the bound of the theorem is tight at \( \rho = 1/2 \).

When \( n \) grows we consider the undetected error exponent depending on \( R \) and \( \rho \),
\[ p_{ue}(R, \rho) = \limsup_{n \to \infty} \left( -\frac{1}{n} \max_{C} \log_2 P_{ue}(C, \rho) \right), \]
where the maximum is taken over all codes of rate at most \( R \).

**Lemma 2** For \( \rho \in [0, 1/2] \),
\[ p_{ue}(R, \rho) = p_{ue}(R, 1 - \rho) \]

**Proof** Given a code \( C \) with distance components \( B_{\mu n}(C) \) we construct a new code \( C' \) of size at most \( 2|C| \) by “symmetrizing” it, i.e. adding to the code \( C \) whenever possible the binary complements of codewords. The new code \( C' \) has symmetric distance distribution with respect to \( n/2 \): \( B_{\mu n}(C') = B_{(1-\rho)n}(C') \), and, asymptotically, the same rate as \( C \). For a code \( C' \) with symmetric distance distribution, it is immediate to check that:

\[ P_{ue}(C', \rho) + (1 - \rho)^n = P_{ue}(C', 1 - \rho) + \rho^n. \]

Since the term \((1-\rho)^n\) is exponentially small in comparison with \( P_{ue}(C', \rho) \), we have
\[ \lim_{n \to \infty} -\frac{1}{n} \log_2 (P_{ue}(C', \rho) + (1 - \rho)^n) = \lim_{n \to \infty} -\frac{1}{n} \log_2 P_{ue}(C', \rho), \]
and any upper bound on \( p_{ue}(R, \rho) \) is also valid for \( p_{ue}(R, 1 - \rho) \). \( \diamond \)

For a lower bound consider the following code of given size \( |C| \). Determine the maximum \( w \) satisfying \( \binom{n}{w} \leq |C| \). The code consisting of all vectors of weight \( w \) has the distance distribution
\[ B_{2i} = \binom{w}{i} \binom{n-w}{i}, \]
and its probability of undetected error is
\[ P_{ue}(C, \rho) = \sum_{i=1}^{w} \binom{w}{i} \binom{n-w}{i} \rho^i (1 - \rho)^{n-2i} \quad (7) \]
Figure 1: Lower and upper bounds on the probability of undetected error for $R = 0.5$

**Theorem 4** For the constant weight code consisting of all vectors of weight $w$ and $p \in [0, 1/2]$,

$$\frac{\rho}{1-\rho}(1-R) \geq p_{ue}(R, \rho) = p_{ue}(R, 1-\rho) \geq \omega H\left(\frac{\xi}{\omega}\right) + (1-\omega)H\left(\frac{\xi}{1-\omega}\right) + 2\xi \log \rho + (1 - 2\xi) \log(1-\rho),$$

where

$$\omega = H^{-1}(R),$$

$$\xi = \frac{\rho^2 - \rho\sqrt{\rho^2 - 4\omega(1-\omega)(2\rho - 1)}}{2(2\rho - 1)}.$$

**Proof** The upper bound comes from the previous theorem. Optimizing (7) in $w$ we get the expression for the lower bound. Notice that the distance distribution of the defined constant weight code has its maximum at $i = \lfloor w(n-\omega)/n \rfloor$. However, it is possible to show that $\xi n$ is always less than this $i$. □

Figure 1 shows the upper and lower bounds on exponent of the probability of undetected error for the case $R = 0.5$. One can see that the bounds are quite tight.
3.2 Distance distributions \((g = 0)\)

We start the analysis of distance distributions from the particular case of \(g = 0\) in Theorem 2. Although the derived bounds are not always the best possible, they are given by explicit expressions.

**Theorem 5** If \(0 < R < 1\), and

\[
0 < \mu \leq 1 - 2\sqrt{(1 - R) \ln 2 + \ln 2 - R \ln 2},
\]

then

\[
b_\mu(R) \leq \frac{p^*}{1 - p^*}(1 - R) - \mu \log p^* - (1 - \mu) \log(1 - p^*) + o(1),
\]

where

\[
p^* = \frac{1}{2} \left(1 + \mu - \ln 2 + R \ln 2 - \sqrt{-4\mu + (1 + \mu - \ln 2 + R \ln 2)^2}\right).
\]

Otherwise, the trivial bound holds:

\[
b_\mu(R) \leq R.
\]

The same bounds are valid also for \(b_{1-\mu}(R)\).

**Proof** Setting \(g = 0\) in Theorem 2, we obtain

\[
\left(\frac{|C|}{2^n}\right)^{\frac{P_p}{p}} \geq \sum_{i=0}^{n} B_i p^i (1 - p)^{n-i} \geq B_m p^m (1 - p)^{n-m}, \ m \in [0, n].
\]

Thus

\[
B_m \leq \left(\frac{|C|}{2^n}\right)^{\frac{P_p}{p}} \cdot \frac{1}{p^m (1 - p)^{n-m}}.
\]

Optimization in \(p\) gives the claim.

To see that the bounds are symmetric for \(\mu\) and \(1 - \mu\) we use the same argument as in the previous section.

**Corollary 2** For any \(\mu \in (0, 0.5)\)

\[
b_\mu(R) = b_{1-\mu}(R) \leq -\frac{\mu}{1 - \mu}(1 - R) + H(\mu) + o(1).
\]
**Proof** Notice that (8) is valid for any \( \mu \) and any other value substituted instead of \( p^* \). Plugging in \( p^* = \mu \) we get the sought result.

In particular, it is easily seen from the corollary that for any code of rate \( R < 1 \) every distance distribution component \( B_i \) is exponentially smaller than the binomial coefficient \( \binom{n}{i} \).

Let us now consider the code \( C \) of even length \( n \) and consisting of all vectors of weight \( w \) and their complements. The size of this code is \( 2 \binom{n}{w} \) and its distance distribution is

\[
B_{2i} = \binom{n}{w} \binom{n-w}{i} + \binom{n}{w} \binom{n-w}{\frac{n}{2} - i},
\]

\[
B_{2i} = B_{n-2i}.
\]

**Theorem 6** Let \( \omega = H^{-1}(R) \). For any \( 0 \leq \mu \leq 2\omega(1 - \omega) \)

\[
b_\mu(R) = b_{1-\mu}(R) \geq \omega H \left( \frac{\mu}{2\omega} \right) + (1 - \omega) H \left( \frac{\mu}{2(1 - \omega)} \right).
\]

Otherwise, for \( \mu \leq 0.5 \),

\[
b_\mu(R) = b_{1-\mu}(R) = R.
\]

**Proof** The first estimate follows from the construction. For the second one, consider a random constant weight code of size \( |C| \) and weight \( w^* \), where \( w^* \) satisfies \( 2w^*(1 - w^*) = \mu n \). Its average distance distribution is

\[
B_{2i} = \frac{|C|}{\binom{n}{w}} \binom{w}{i} \binom{n-w}{w-i}.
\]

Considering the union of the code and its complement, we conclude that the maximum of its distance distribution is attained when \( 2i = [2w(1 - w)] \) and is of order \( 2^{m(1-o(1))} \). 

On Figure 2 the upper and lower bounds are presented for the distance distributions of codes of rate 0.5.

### 3.3 Distance distributions \((g > 0)\)

Let \( h(\xi, v) = \frac{1}{n} \log h(\xi n, vn) \). The following lemma gives a lower bound for \( h(\xi, v) \).
Lemma 3  Let

\[ \sigma_1 = \begin{cases} 
\zeta v & \text{if } \zeta + v - \gamma \leq 2\zeta v, \\
(\zeta + v - \gamma)/2 & \text{otherwise,}
\end{cases} \]

\[ \sigma_2 = \begin{cases} 
(\gamma - \zeta + \xi)/2 & \text{if } 2\xi(1 - \zeta) > \gamma - \zeta + \xi, \\
\xi(1 - \zeta) & \text{otherwise.}
\end{cases} \]

Then for \( v \in [\xi - 2\gamma, \xi + 2\gamma] \)

\[ h(\xi, v) \geq \max_{\zeta} \zeta H \left( \frac{\sigma_1}{\zeta} \right) + (1 - \zeta) H \left( \frac{v - \sigma_1}{1 - \zeta} \right) + \]

\[ + \xi H \left( \frac{\sigma_2}{\xi} \right) + (1 - \xi) H \left( \frac{\zeta - \xi + \sigma_2}{1 - \xi} \right) \]

where the maximum is taken over \( \zeta \) in the interval from \( \max\{0, \xi - \gamma, v - \gamma\} \)
up to \( \min\{1, \xi + \gamma, v + \gamma\} \).

Proof  See Appendix.  

Using Theorem 2 in the most general form and Lemma 3, we derive the following bound.
Theorem 7

\[ b_\mu(R, \delta) \leq \min \left\{ -\frac{p}{1-p}(1 - R) + \frac{1}{1-p}H(\gamma) + \frac{1 - 2p}{1-p}R(\delta, \gamma) - h(\mu, v) - v \log p - (1 - v) \log(1 - p) \right\}, \tag{9} \]

where \( R(\delta, \gamma) \) is defined in Lemma 1, \( h(\mu, v) \) defined in Lemma 3, and the minimum is taken for \( p \in [0, 1/2], \gamma \in [\frac{1}{2} - \sqrt{\frac{1}{4} - \frac{\delta}{2}}, 1/2], \) and \( v \in [0, 1] \).

Proof It is an asymptotic form of Theorem 2 after we single out the corresponding term on the left-hand side of the inequality, and \( g = \gamma n \) and \( \ell = vn \).

\[ \diamond \]

It is also possible to substitute the derived bounds in the expression for undetected error probability to obtain asymptotic upper bounds for this parameter as a function of rate and relative minimum distance. We omit details.

4 Distance distributions in linear codes

Below we present an upper bound on the distance distribution of linear codes. The bound is based on an extension of arguments used in [14].

Let \( C \) be a linear code with relative minimum distance \( \delta \) and rate \( R \), and \( R^*(\delta) \) any upper bound on \( R \). We consider \( b_\mu(R, \delta) \) defined by (3), the maximum being taken now over all linear codes; the corresponding value is denoted \( b^L_\mu(R, \delta) \). Clearly \( b^L_\mu(R, \delta) \leq b_\mu(R, \delta) \), and the previous bounds apply. However, better bounds can be derived.

Theorem 8 The distance distribution of \( C \) is bounded from above as follows

\[ b^L_\mu(R, \delta) \leq \min_{0 \leq \alpha \leq 1} \left\{ \alpha RH \left( \frac{w}{\beta^*(\alpha)} \right) + (1 - \alpha)R \right\}, \quad \text{if } \beta^*(\alpha) > 2\mu, \]

\[ \quad \frac{(1 - \alpha)R}{\beta} \leq R^* \left( \frac{\delta}{\beta} \right), \quad \text{if } \beta^*(\alpha) \leq 2\mu, \tag{10} \]

where \( \beta^*(\alpha) \) is the root of the equation

\[ \left( \frac{1 - \alpha)R}{\beta} \right) = R^* \left( \frac{\delta}{\beta} \right). \tag{11} \]
Proof  Let \( \{1, 2, \ldots, n\} \) be the set of code coordinates of \( C \), identified with columns of a generator matrix. Consider the following partition

\[
\{1, 2, \ldots, n\} = A_1 \cup A_2 \cup \ldots \cup A_i \cup B,
\]

where the \( A_i \)'s are disjoint subsets consisting of \( \lfloor \alpha Rn \rfloor \) independent coordinates (i.e. columns of the generator matrix of \( C \)) and \( B \) is a subset with rank less than \( \alpha Rn \). We assume that such a partition is obtained greedily; we stop when no further \( A_{i+1} \) is possible. Let \( D \) be the subcode of \( C \) consisting of codewords with supports belonging to \( A_1 \cup A_2 \cup \ldots \cup A_i \). Denote by \( n' = \alpha Rn \) the length of \( D \). Obviously \( n' = \beta n \) for some \( \beta \in [\delta, 1] \). It follows from the definition that the rate \( R' \) and minimum distance \( \delta' \) of \( D \) satisfy

\[
R' \geq \frac{(1 - \alpha)R}{\beta}, \quad \delta' \geq \frac{\delta}{\beta}.
\]

Hence we have

\[
\frac{(1 - \alpha)R}{\beta} \leq R' \leq R^* \left( \frac{\delta}{\beta} \right).
\]

Since \( (1 - \alpha)R \leq R^*(\delta) \), \( (1 - \alpha)R / 2\delta > R^*(\delta / 2\delta) = 0 \), and since the left and the right hand sides of (11) are decreasing and increasing in \( \beta \) functions respectively, the equation (11) has a root \( \beta^*(\alpha) = \beta^* \) on the interval \([2\delta, 1]\). Thus \( \beta \) must belong to the interval \([\beta^*, 1]\).

Let \( c \in C \) be a codeword of weight \( m \). By the pigeon-hole principle, there exists at least one set of coordinates \( A_i \) on which \( c \) has \( \lfloor m/t \rfloor \) or less nonzero entries. Let’s say \( c \) is bad for \( i \). On the other hand, since \( |A_i| = \text{rank}(A_i) = \alpha Rn \), there are exactly

\[
\left( \sum_{i=0}^{\lfloor m/t \rfloor} \binom{\alpha Rn}{i} \right) 2^{(1-\alpha)Rn}
\]

bad codewords for every \( i \), and in total \( t \) times this number of bad codewords.

Thus if \( \lfloor m/t \rfloor \leq \alpha Rn / 2 \) we have

\[
B_m \leq t \left( \sum_{i=0}^{\lfloor m/t \rfloor} \binom{\alpha Rn}{i} \right) 2^{(1-\alpha)Rn},
\]
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or equivalently

\[ b^t_\mu (R, \delta) \leq \alpha RH \left( \frac{\mu}{\beta} \right) + (1 - \alpha) R. \]  

(12)

The condition \([m/t] \leq \alpha R n/2\) is equivalent to \(\beta \geq 2\mu\). Hence the worst case in (12) is achieved:
- if \(\beta^* \geq 2\mu\), when \(\beta = \beta^*\), giving the first part of the theorem;
- if \(\beta^* \leq 2\mu\), when \(\mu/\beta = 1/2\), giving the second part.

Our previous considerations are relevant to the following combinatorial problem. Let \(m(n, k, w)\) stand for the maximum number of vectors of weight \(w\) in \(F^n\) belonging to a \(k\)-dimensional linear subspace. Khachatrian [10] conjectured the following exact values.

Case 1: \(w < k < 2w\), \(w\) is even, \(k\) is odd, then

\[ m(n, k, w) = 2^{2w-k} \left( \begin{array}{c} 2k - 2w \cr k - w \end{array} \right) + \sum_{i=0}^{k-w} \left( \begin{array}{c} 2k - 2w \cr 2i \end{array} \right) \left( \frac{2w - k}{2} \right) . \]

The non-zero part of the generator matrix is given by the following construction:

\[
\begin{pmatrix}
1 & \ldots & 0 & \ldots & 0 & 1 & \ldots & 1 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \ldots & 1 & \ldots & 0 & 1 & \ldots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \ldots & 0 & \ldots & 1 & 0 & \ldots & 1
\end{pmatrix}
\]

Case 2: \(k \geq 2w\)

\[ m(n, k, w) = \begin{cases} \binom{k+1}{w}, & \text{if } w \text{ is even} \\ \binom{k}{w}, & \text{if } w \text{ is odd} \end{cases} . \]

In the odd case the non-zero part of the generator matrix is the \(k \times k\) identity matrix. In the even case it is the identity matrix along with the all-one column.
Clearly,
\[ \frac{1}{n} \log_2 m(n, k, w) = b^L_\mu(R) \]
where \( \mu = w/n \), and \( R = k/n \).

Combining the lower bound from Khachatrian’s conjecture with simple arguments on random codes on a subset of positions, and symmetrizing the distance distribution by adding the all-one vector to the code, we arrive at the following lower bound on \( b^L_\mu(R) \), conjectured to be the correct value:

\[ b^L_\mu(R) \geq \begin{cases} 
RH \left( \frac{\mu}{R} \right) & \text{if } \mu \leq R/2, \\
R & \text{if } R/2 < \mu < 1 - R/2, \\
RH \left( \frac{1-\mu}{R} \right) & \text{if } \mu \geq 1 - R/2. 
\end{cases} \quad (13) \]

5 Comparison with known bounds

The best known bounds for the distance distribution components were derived earlier only when assuming the minimum distance known. Let us quote such a bound from [4].

**Theorem 9**

\[ b_\mu(R, \delta) \leq \min \{ H \left( \frac{1}{2} - \sqrt{\delta(1-\delta)} \right) + H(\mu) - 1, R(\delta, \mu) \}. \quad (14) \]
Figure 4: Upper bounds on $b_\mu$ for $R = 0.4$ and $d = 0.1$, (a) is the best of the bounds from Theorem 9, (b) is (9), and (c), which holds only for linear codes, is (10).

Notice that the left-hand side of the inequality depends only on $\delta$.

Figure 4 presents bounds from Theorem 9, Theorem 2 and Theorem 8 for the case $R = 0.4$ and $\delta = 0.1$. One can see that on almost the entire interval $[\delta, 1/2]$ the bound (9) is significantly better than other bounds. At the same time on a small interval around minimum distance, bounds from Theorem 9 are a little bit better than (9) and for sufficiently large $\mu$ the bound from Theorem 8 becomes the best one.

6 Applications

In this section we present some applications of the derived estimates on the distance distribution components.

6.1 Covering radius as function of the size and dual distance of linear codes

Let $C$, $C \neq F^n$, be a linear code of rate $R$. Let $C^\perp$ be its dual code, of rate $1 - R$, with the (dual) distance distribution

$$B^\perp = (B^\perp_0, B^\perp_1, ..., B^\perp_n),$$
such that $B_0^\perp = 1, B_1^\perp = \ldots = B_{d^\perp-1}^\perp = 0, B_{d^\perp}^\perp > 0$. Then $d^\perp$ is called the
dual distance of code $C$. The following theorem was proved in [7, Theorem
8.3.5].

**Theorem 10** Let $r$ be an integer and let

$$
\beta(x) = \sum_{i=0}^{n} \beta_i K_i(x),
$$

where $K_i(x)$ is the Krawtchouk polynomial of degree $i$. Let also

$$
\beta_0 > n \max_{j=1,\ldots,n} \{ \beta_j B_j^\perp \}
$$

and

$$
\beta(i) \leq 0 \quad \text{for } i = r + 1, \ldots, n.
$$

Then $C$ has covering radius $R(C) \leq r$.  

We use the standard polynomial employed in the linear programming
bound on the minimum distance [16]:

$$
\beta(x) = \frac{(K_{t+1}(x) + K_t(x))^2}{a - x},
$$

where $K_t(x)$ is the Krawtchouk polynomial of degree $t$ and $a$ is the smallest
root of the numerator. Computing the coefficients $\beta_i$ of this polynomial and
substituting them into (15), we obtain the following theorem.

**Theorem 11** [3] Let $\rho$ be the minimal number such that

$$
\max_{\delta^\perp \leq \xi \leq 2\rho} \{ (1 - \xi) H \left( \frac{\rho - \xi/2}{1 - \xi} \right) - H(\rho) + \xi + b_\xi(R, \delta^\perp) \} < 0.
$$

Then $R(C)/n \leq \rho$.  

Substitution of bounds from Theorem 9 into the theorem gives the best
currently known bounds on the covering radius for $\delta^\perp \leq 0.273$ [5],[12]. These
bounds are functions of the dual minimum distance only. One can consider
improvements of the bounds by using the code rate as an extra parameter. As
we have seen in Section 3.3 bounds on $b_\xi(R, \delta^\perp)$ from Theorems 2, 8, and 9 are
intersecting with each other when $\xi$ runs from $\delta^\perp$ to 1. Hence it makes sense
to choose the best of them for each particular value of \( \xi \). Substituting such an estimate into Theorem 11 yields significant improvements. For instance for \( \delta^\perp = 0.25 \) the best of the bounds from [5],[12] equals 0.1291. The bounds obtained as function of both \( R \) and \( \delta^\perp \) are presented in the following table.

<table>
<thead>
<tr>
<th>( R )</th>
<th>0.1</th>
<th>0.12</th>
<th>0.14</th>
<th>0.16</th>
<th>0.18</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R/n )</td>
<td>0.0854</td>
<td>0.0985</td>
<td>0.110</td>
<td>0.1213</td>
<td>0.1288</td>
</tr>
</tbody>
</table>

### 6.2 A lower bound on the threshold probability

In [18, 19, 20] Zémor et al. formulated the asymptotic problem of locating the threshold probability \( \theta \) given the rate \( R \) and relative distance \( \delta \) of a code. They obtained the following theorem, which we present here with a proof for the sake of completeness.

**Theorem 12**

\[
\theta > \vartheta
\]

whenever

\[
\max_{(\delta/\vartheta) < \alpha \leq 2} \left\{ b_{\alpha\theta}(R, \delta) + \alpha \vartheta + (1 - \alpha \vartheta) H \left( \frac{1 - \alpha/2}{1 - \alpha \vartheta} \right) \right\} < H(\vartheta).
\]

**Proof** Let the all-zero codeword \( \mathbf{0} \) be transmitted. Consider the vectors of weight \( w \). If such a vector is at distance greater than \( w \) from any codeword, it will be correctly decoded. To estimate the number of incorrectly decoded vectors of weight \( w \) we apply the following argument. There are

\[
N(\alpha, w) = \sum_{i=\alpha w/2}^{\alpha w} \binom{\alpha w}{i} \binom{n - \alpha w}{w - i}
\]

vectors of weight \( w \) which are closer to a given codeword of weight \( \alpha w \) than to the zero word. Thus there are at most

\[
\sum_\alpha A_{\alpha w}(\mathbf{0}) N(\alpha, w)
\]

such vectors of weight \( w \). If this number is exponentially smaller than \( \binom{n}{w} \), then most vectors of weight \( w \) will be decoded correctly. Averaging over the codewords, substituting bounds on the distance distribution components and passing to asymptotics we obtain the result. \( \diamond \)
The only previously known bounds were obtained with the help of upper estimates \( b_\ell \) as functions of the code minimum distance only (bounds from Theorem 9). One can obtain better results constructing bounds on the threshold probability as a function of both parameters - the code rate and the minimum distance. Let, for instance, \( \delta = 0.25 \). The best bound on the threshold probability as a function of the minimum distance equals 0.165. In the following table we present lower bounds on the threshold probability depending on the code rate and minimum distance. One can observe significant improvements provided by the suggested method.

<table>
<thead>
<tr>
<th>( R )</th>
<th>0.1</th>
<th>0.12</th>
<th>0.14</th>
<th>0.16</th>
<th>0.18</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta )</td>
<td>0.2204</td>
<td>0.2019</td>
<td>0.1866</td>
<td>0.1736</td>
<td>0.1626</td>
</tr>
</tbody>
</table>
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**Appendix**

**Proof of Lemma 3**: Calculation of \( h(i, \ell) \)

Remind ourselves that

\[
h(i, \ell) = \left| \{(u_1, u_2) : u_1 \in B(0^n, g), u_2 \in B(1^i0^{n-i}, g) : d(u_1, u_2) = \ell \} \right|.
\]

In this section we provide an explicit expression for this function, which counts the number of pairs of vectors being at distance \( \ell \) and belonging to two different Hamming balls of radius \( g \) with centers being at distance \( i \) apart. Then, we use a simple lower bound on \( h(i, \ell) \).

We accomplish the computation in two steps.

**Step 1** For a given vector \( w = 1^i0^{n-i} \) let us find the number \( p(j, \ell) \) of vectors being at distance \( \ell \) from \( w \) and belonging to \( B(0^n, g) \) (or, which is the same, having weight at most \( g \)). It is easy to verify that

\[
p(j, \ell) = \sum_{s = \max\{0, (j+\ell-g)/2\}}^{\min\{j, \ell\}} \binom{j}{s} \binom{n-j}{\ell-s}
\]
and
\[ p(j, \ell) \geq \begin{cases} 0 & \text{if } \frac{j + \ell - g}{2} > \min\{j, \ell\} \\
\binom{j}{\ell-s_1}\binom{n-j}{\ell-s_1} & \text{otherwise} \end{cases} \]

where
\[ s_1 = \begin{cases} \frac{j + \ell - g}{2} & \text{if } \frac{j + \ell - g}{2} \leq \frac{j}{n} \\
\text{otherwise} \end{cases} \]

**Step 2** We find the number of vectors \( q(i, j) \) of weight \( j \) in the ball \( B(1^i0^{n-i}, g) \). It is easy to check that
\[ q(i, j) = \min\{i, (g-j+1)/2\} \binom{i}{s} \binom{n-i}{j-i+s} \]
and
\[ q(i, j) \geq \begin{cases} 0 & \text{if } i - j > \frac{g-j+i}{2} \\
\binom{i}{s_2}\binom{n-i}{j-i+s_2} & \text{otherwise} \end{cases} \]

where
\[ s_2 = \begin{cases} \frac{g-j+i}{2} & \text{if } \frac{i(n-j)}{n} > \frac{g-j+i}{2} \\
\frac{i(n-j)}{n} & \text{otherwise} \end{cases} \]

Finally,
\[ h(i, \ell) = \sum_{j=\max\{0, i-g\}}^{\min\{i, i+g\}} p(j, \ell)q(i, j) \geq \max_{j \in J} p(j, \ell)q(i, j), \]

where \( J = [\max\{0, i-g\}, \min\{n, i+g\}] \).

Denoting \( i = \xi n, g = \gamma n, \ell = vn \), and \( h(\xi, v) = \frac{1}{n}\log h(\xi n, vn) \), we obtain the claim of Lemma 3.
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