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Abstract—Numerous solutions have been proposed in the literature to eliminate reordering in load-balanced switch fabrics. A common approach involves uniform frames, in which every cell of a frame has the same destination. This can achieve 100% throughput with relatively small average traffic delay; however, the worst-case delay may be unbounded. We show that with a slight speedup in the switch fabric we can guarantee satisfactory worst-case delay bounds, without sacrificing other desirable properties. Furthermore, experimental results demonstrate that our scheme improves worst-case delay in realistic traffic scenarios, as compared to previous uniform-frame solutions.

I. INTRODUCTION

Load balancing in switch fabrics has been studied extensively for more than a decade, as a building block to obtain high-capacity routers; see e.g. [1], [2], [3], [7], [8], [9], [12], among others. The primary motivation behind these research efforts is the explosive growth in Internet traffic, variously estimated at 30-50% per year [4], [10]. As a result of that trend, load-balanced switch fabrics have become increasingly important because they are inherently parallel, enabling switch capacity to scale even without any increase in VLSI clock rate. Furthermore, load-balanced switch fabrics are known to attain 100% throughput for a reasonably general model of admissible traffic [1], [2].

A typical load-balanced switch fabric consists of three stages of cell-handling elements. In this paper, we focus on frame-based fabrics with a full-mesh interconnect between successive stages, as illustrated in Figure 1. Data packets, already split into fixed-size cells, arrive at a first-stage distributor. Cells are accumulated into a frame of cells that are sent out in parallel to the middle stage (called the routing stage), one cell per routing element. Each routing element similarly accumulates frames of cells to be sent out in parallel to the final collector stage. Nevertheless, unlike a distributor, each routing stage performs routing, so that each cell is sent to its intended collector. From there cells exit the switch fabric and are then reassembled into packets.

Frame-based fabrics allow high-aggregate-capacity switches to be built from elements that need not operate much faster than the rate at which traffic can arrive at a distributor. Moreover, if there are \( m \) elements at each stage, each link between stages operates at a fraction \( 1/m \) of the rate into the distributor. Ideally, the \( m^2 \) links between stages could be encapsulated in a single optical device, a polycyclic array wave guide [9]. We remark that load-balanced switch fabrics were initially described with crossbar-based interconnects realizing a fixed schedule of matchings [1], [2]; the full mesh described above replaces the crossbar, which would be challenging to implement at high rates.

Cells from a specific distributor sent to a specific collector may traverse different routing elements. If these routing elements do not impose the same delay (e.g. because of differing queue occupancies), cells are likely to arrive at the collector in a different order from which they were sent. Requiring that frames be uniform, i.e. all cells in each frame have the same destination, has been proposed as a way to prevent this cell-reordering problem [7], [8]. Indeed, uniform frames guarantee that, at any given time and for any given collector, all routing element queues to that collector have identical occupancies and thus incur identical delays. In this way, cell reordering absolutely cannot occur, since each frame arrives at its destined collector as a whole, exactly as it was sent from the distributor, and of course no frame can overtake an earlier frame sent to the same collector.

Several switch scheduling policies that are based on the aforementioned approach [7], [8] provably achieve 100% throughput and ensure bounded average cell delay. Unfortunately, though, there is no guarantee whatsoever in terms of the worst-case delay, which can be arbitrarily large. Providing such a guarantee is the main goal of this paper.

More specifically, we present the Bounded Latency Frames (BLF) scheduling policy, which permits a frame to be sent from a distributor if: (a) there are enough cells with the same destination to fill a frame; or (b) some cell in the distributor has been waiting for more than a specific period of time. We subsequently show that, for any traffic arrival pattern, a uniform-frame-based switch fabric with this scheduling policy
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delays a cell by at most a constant more than would an ideal output-queued switch.

To obtain the above result, we require that the switch fabric have a slight speedup, because sending frames before they are completely filled wastes bandwidth. Additionally, we assume that internal switch queues do not have maximum occupancy limits and may grow arbitrarily large—which is standard for such theoretical comparisons. Therefore, our result complements those of [7], [8]: a stronger assumption (namely, fabric speedup) yields a stronger guarantee (i.e., worst-case bounded delay rather than average-case bounded delay).

The paper is organized as follows. Section II describes our BLF scheduling policy and formally states the performance guarantee that BLF provides. All technical proofs, however, are relegated to Section III. In Section IV we evaluate the performance of BLF in realistic settings via simulations. Last but not least, Section V presents our concluding remarks.

II. BOUNDED LATENCY FRAMES

A. Preliminaries

As mentioned earlier, in a uniform load-balanced switch, every frame sent by a distributor is uniform, that is, every cell in the frame has the same collector as destination. Consider the schematic representation of Figure 1, and let \( m \) denote the number of elements on each of the three stages (distributors, routing elements, and collectors). Then, each frame consists of exactly \( m \) cells.

At fixed intervals, each of which is called a frame time, every distributor sends a frame to the routing stage. For that purpose, every distributor must apply the scheduling policy independently to determine the collector for which each frame is intended. If necessary, empty cells containing dummy data may be added to a frame to reach the requisite number of \( m \) cells so that it can be sent.

Similarly, at each frame time, every routing element sends at most one cell to each collector. Routing elements operate deterministically, all using the same algorithm to fill queues. For example, if at a given frame time multiple distributors send frames destined to the same collector, then the order in which the routing elements’ queues to that collector are filled with cells from those frames is identical for all elements (e.g. break ties by the index of each frame’s distributor). Consequently, at any time, all the routing-stage queues associated with a specific collector have the same length, and furthermore all cells associated with a particular distributor frame are at the same position in these queues. Thus, all cells in a frame arrive at their destination simultaneously.

Note that an empty cell used to fill out a frame occupies a position within a routing element queue, and persists until it reaches a collector, where it is dropped. As an exception to the above, a frame consisting only of empty cells\(^1\) should be marked by the distributor so that it can be discarded immediately after arriving at the routing stage.

Finally, we assume that during each frame time at most \( r = \frac{m}{\alpha} \) cells may arrive at a distributor, and also at most \( r \) cells may depart a collector. The quantity \( \alpha > 1 \) expresses the speedup of the switch fabric compared to the capacity of the input and output links at the distributors and collectors, respectively.

B. Scheduling policy

A very obvious performance concern in uniform switch fabrics is the delay incurred while a distributor waits for enough cells with the same destination to create a frame. Filling up frames with empty cells enables them to be sent in a more timely fashion, but doing this too often consumes a lot of bandwidth and leads to high queueing delays in the routing stage. Nevertheless, by applying the above technique judiciously and exploiting the speedup \( \alpha \), we demonstrate a scheduling policy that bounds worst-case delay.

As cells arrive at a distributor, they are placed in the appropriate virtual output queue by destination, with the oldest cell at the head of the queue. At any given time, the cells in a queue are partitioned in order from oldest to youngest into (potential) frames: zero or more full frames containing exactly \( m \) cells, and possibly a partial frame containing at least one but fewer than \( m \) cells. Now, define

\[
\Delta = \left\lfloor \frac{\alpha m}{\alpha - 1} \right\rfloor. \tag{1}
\]

A partial frame is stale if the current frame time exceeds the arrival time of the oldest cell in the frame by at least \( \Delta \).

In the Bounded Latency Frames (BLF) scheduling policy, each distributor examines its virtual output queues in round-robin order, choosing a queue to serve if it contains either a full frame or a stale frame. Thus, the frame at the head of the chosen queue is sent to the routing stage, padded with empty cells if it is stale. If no queue has a full or stale frame, a frame of all empty cells is sent instead.

**Lemma 1.** Under the BLF scheduling policy, no cell is delayed at a distributor for more than \( \Delta + m \) frame times.

We have already pointed out that sending stale frames squanders bandwidth. To establish that the speedup \( \alpha \) suffices to make up for that loss, we relate the delay experienced by an arbitrary cell through the uniform switch fabric with that of an ideal output-queued switch. In the latter, at each frame time, any cells that arrive at the distributors are instantaneously forwarded to the appropriate collector, and then \( r \) cells depart from each collector queue—or the entire queue, if its occupancy is less than \( r \).

An arrival sequence \( \{a_t\} \) (for a specific collector) indicates the total number \( a_t \) of cells arriving over all distributors destined for the collector during the \( t \)-th frame interval. The intrinsic backlog \( b_t \) (for a specific collector) at time \( t \) for an arrival sequence \( \{a_t\} \) is defined as

\[
b_t = \max \left( 0, \max_{0 \leq j \leq t} \sum_{i=0}^{j} (a_{t-i} - r) \right).
\]

\(^1\)Sending such frames seems pointless, but in practice it could be required to maintain fabric synchronization.
It is easy to see that $b_t$ expresses the number of cells in the collector queue of an ideal output-queued switch at time $t$, after the $r$ cells have been emitted. This can also be verified by an inductive argument: it is obviously true at time 0, and at time $t$ the number of cells in the queue is $\max(0, b_{t-1} + a_t - r)$, which equals $b_t$. Moreover, we define the intrinsic delay $\delta_t$ at time $t$ as

$$\delta_t = \left\lceil \frac{b_t}{r} \right\rceil.$$}

Clearly, $\delta_t$ is the delay experienced by the last cell to arrive at the output-queued switch during frame interval $t$.

**Theorem 2.** Suppose a uniform switch fabric with the BLF scheduling policy has unbounded internal queues. Then, a cell arriving at a distributor at time $t$ will exit the collector within $\delta_{t+\Delta+m} + 2\Delta + 3m + T$ frame intervals.

In other words, for any arrival sequence, the delay seen by a cell traversing the uniform switch fabric is only up to a constant (depending on $m$ and $\alpha$) greater than the delay experienced by a cell arriving at almost the same time at an ideal output-queued switch.

**Remark.** In contrast to the above, suppose the switch has a congestion control mechanism that prevents internal queues from growing too large by temporarily forcing upstream elements to stop sending more cells. In such a scenario, the delay guarantees of Lemma 1 and Theorem 2 are no longer valid—even for traffic to a collector that is never congested. This complication is not specific to the uniform load-balanced switch, and additional speedup is required to address it, even with cross-bar-based fabrics [5].

**C. Extensions**

Consider a situation in which the incoming traffic load to the switch is low, i.e. on average much fewer than $r$ cells arrive at each distributor per frame time. Under the BLF scheduling policy, these cells will experience a delay of roughly $\Delta$ frame times, in expectation. This leaves room for improvement, since the bandwidth of the switch is underutilized.

In particular, we can reduce average cell delay in the aforementioned setting by combining BLF with a technique inspired from [7]. Namely, if a distributor has no virtual output queue with a full or stale frame to serve, it again examines the queues in round-robin order, choosing a queue $Q$ to serve if: (a) $Q$ contains a partial frame; and (b) the routing-stage queues associated with the same collector as $Q$ currently hold less than $T$ frames. Here, $T$ is a parameter that we set as desired. Naturally, if there is still no suitable queue to serve, a frame of all empty cells is sent.

As a result, this modified BLF policy tends to decrease the time that cells have to wait at a distributor, provided that the routing-stage queues they will be sent to have sufficiently low occupancies. More importantly, the worst-case delay guarantee of Theorem 2 is only minimally affected by that change.

**Theorem 3.** Suppose a uniform switch fabric with the (modified) BLF scheduling policy has unbounded internal queues. Then, a cell arriving at a distributor at time $t$ will exit the collector within $\delta_{t+\Delta+m} + 2\Delta + 3m + T$ frame intervals.

**III. Proofs**

**Proof of Lemma 1:** We say that a frame in a distributor queue is blocked if there is a frame ahead of it in the queue, necessarily a full frame. Now, observe that the lemma is straightforward for any frame that is not blocked, since at worst it will become stale in $\Delta$ frame times, and will then be served within another $m$ frame times.

So, let us assume that some frame is blocked at frame time $t+1$ (by the arrival of the $(m+1)$-st cell to a queue), but there were no blocked frames at time $t$. We claim that at some frame time between $t+1$ and $t+\Delta$, inclusive, there will be no full frames, hence no blocked frames. Every once-blocked frame will either have been served or become head of its queue; in the latter case, the frame will be served within $m$ frame times of becoming full or stale.

To see the claim, first note that there must exist a full frame at every frame time that there is a blocked frame, which implies that some frame is served then. In the frame times between $t+1$ and $t+\Delta$, there are clearly $\delta$ service opportunities; how many frames will need to be served? We argue at most $m + \lfloor \delta/\alpha \rfloor$.

Indeed, there are at most $m$ frames that are partial or full at frame time $t$, one per queue, but no blocked frames. Moreover, if a partial frame is served because it became stale, no other stale frame from the same queue is served during that interval. As a result, any other frame that is served must have all its cells arrive between frame times $t$ and $t+\delta$. There can be at most $\delta r = \lfloor m/\alpha \rfloor$ such cells, hence at most $\lfloor \delta/\alpha \rfloor$ full frames. Now, since

$$m + \lfloor \delta/\alpha \rfloor \leq (\alpha - 1)\Delta/\alpha + \Delta/\alpha \leq \Delta,$$

there exists some $\delta \leq \Delta$ such that, by frame time $t+\delta$, there will have been as many service opportunities as frames to serve, and all full frames will have been served.

For the following proofs, we only count queuing delays and ignore any delays due to processing or transfers between stages. Thus, a cell that arrives at a distributor at frame time $t$ could be emitted from a collector also at $t$, if it were not delayed because of queue occupancy.

A collector queue is backlogged at time $t$ if it is not empty after the departure of the $r$ cells at time $t$. Suppose a cell is emitted from a collector queue at time $t$. The collector backlog interval of the cell is the interval $[s, t-1]$ such that the queue is backlogged at times $s, \ldots, t-1$, but not backlogged at time $s-1$. Likewise, the routing-stage queues for a specific collector are backlogged at time $t$ if they contain another frame to be sent to the collector (containing at least one nonempty cell). Furthermore, the routing backlog interval of a cell is defined similarly to the collector backlog interval.

**Proposition 4.** Suppose the routing-stage queues for a specific collector are backlogged for an interval $I$ of $g$ consecutive frame times, but not backlogged before $I$. Then, the frames sent
to the collector during I contain at least \( r(g - m) \) nonempty cells.

**Proof:** Since the routing stages were not backlogged before \( I \), any frames sent to the collector must have arrived during \( I \). Write \( g = g_1 \Delta + g_2 \), where \( g_1 = \lfloor g/\Delta \rfloor \) and \( g_2 = g \mod \Delta \). At most \( g_1 + 1 \) stale frames can arrive at the routing stage during the interval from a single distributor. Therefore, there can be at most \( \min(g_2, m) \) such distributors, since the arrival times at the routing stage of the first and last stale frames are separated by at least \( g_1 \Delta \). Other distributors must contribute \( g_1 \) or fewer stale frames each. Hence, the total number of stale frames summed over all distributors is \( \leq g_1 m + \min(g_2, m) \).

To finish the proof, the number \( \eta \) of nonempty cells is at least \( m \) times the number of full frames:

\[
\eta \geq m \left( g - (g_1 m + \min(g_2, m)) \right) \\
\geq m \left( g - g_1 m + \min(g_2, m) \right) \\
= r \left( \frac{g_1 m}{\alpha} + g_2 + (\alpha - 1)g_2 - \alpha \min(g_2, m) \right) \\
\geq r(g - m),
\]

where the inequality \((\alpha - 1)g_2 - \alpha \min(g_2, m) \geq -m\) is easily verified using a case split on \( g_2 \leq m \) or \( g_2 > m \).

**Proof of Theorem 2:** Consider cell \( c \) arriving at a distributor at time \( t \), destined for a specific collector. Define intervals of frame times \( A, B, C, D, \) and \( E \) as follows. Let \( A = \lfloor s_A, t_A - 1 \rfloor \) be the collector backlog interval of \( c \). \( B \subseteq A \) is the interval from the start of \( A \), i.e. \( s_A \), to the arrival time of \( c \) at the router. Obviously, at time \( s_A \) one or more cells must arrive at this collector from the routing stage, otherwise the collector would not become backlogged. The routing backlog interval of these cells is \( C \), which may be empty. \( D \subseteq B \cup C \) is the interval from the start of \( C \) (or of \( B \), if \( C \) empty) to the arrival of \( c \) at the routing stage. Finally, \( E \) is the interval of length \( \Delta + m \) before \( D \). Figure 2 provides a visualization of the above definitions.

We wish to bound the number \( a \) of cells that are emitted from the collector during \( A \). Any such cell must have arrived at the collector during \( B \), since \( A \) is the backlog interval of \( c \). Likewise, any cell that arrives at the collector during \( B \cup C \) must have arrived at the routing stage during \( D \). By Proposition 4, the number of cells sent to the collector during \( C \) is at least \( r(|C| - m) \), where \( |C| \) is the length of \( C \). By Lemma 1, any cell sent to the routing stage during \( D \) must have arrived at the distributor during \( D \cup E \). Consequently,

\[
a \leq \sum_{s \in D \cup E} a_s - r(|C| - m).
\]

We have \( |A| = \lfloor a/r \rfloor \) since \( A \) is the backlog interval for \( c \). Let \( t' \) be the endpoint of \( D \). Using \( |E| = \Delta + m \),

\[
|A| + |C| - |D| \leq \left[ \frac{1}{r} \sum_{s \in D \cup E} a_s \right] + m - |D| \\
= \left[ \frac{1}{r} \sum_{s \in D \cup E} (a_s - r) \right] + \Delta + 2m \\
\leq \delta_{t'} + \Delta + 2m.
\]

The cell is emitted at time

\[
t_A = t + (t' - t) + |A| + |C| - |D| \\
\leq t + (t' - t + \delta_{t'}) + \Delta + 2m \\
\leq t + (\Delta + m + \delta_{t' + \Delta + m}) + \Delta + 2m,
\]

where the second inequality uses the observation that the quantity \( t^* - t + \delta_{t^*} \) cannot decrease as \( t^* \) varies from \( t \) to \( t + \Delta + m \).

**Sketch of proof of Theorem 3:** The proof is very similar to that of Theorem 2, so here we only highlight their differences.

To begin with, observe that Lemma 1 holds for the modified BLF policy as well. Moreover, let us amend two definitions from Section III. In particular, the routing-stage queues for a specific collector are backlogged at time \( t \) if they contain more than \( T \) frames, and the routing backlog interval of a cell is analogously redefined. Under the new definitions, Proposition 4 also carries over, with a minor change in its statement: the frames sent to the collector during \( I + T \) (i.e. the interval \( I \) shifted forward by \( T \) frame times) contain at least \( r(g - m) \) nonempty cells.

Lastly, for the arguments in the proof of Theorem 2 to go through, we modify the intervals \( B \) and \( C \): \( B \) now starts at time \( s_A - T \) instead of \( s_A \), and \( C \) is the backlog interval of the cells, if any, that at time \( s_A - T \) occupy the \( T \)-th position in the routing-stage queues for the collector in question (which means that they will be sent to the collector at time \( s_A \)). It is easy to deduce that the net result of all those changes is simply an additional term \( T \) in the delay bound.

**IV. Simulations**

To complement the theoretical analysis, we conducted performance simulations of the BLF scheduling policy, specifically its version described in Section II-C, under realistic traffic patterns. The benchmark used for these simulations is the closely related Padded Frames (PF) policy [7], which has
been experimentally shown to exhibit lower average delay than other proposed uniform-frame policies.

The load-balanced switch fabric on which PF and BLF were applied had $m = 32$ elements per stage, and a small speedup $\alpha = 1.28$. Thus, (1) yields $\Delta = 147$. Additionally, the parameter $T$ was set to 4 for both policies. Note that PF does not require any speedup, unlike BLF; nevertheless, for the purpose of a fair comparison we chose to keep the speedup in both cases. Furthermore, the incoming traffic at distributor $i$ destined for collector $j$ follows a Pareto distribution with average rate $\rho_{ij}$. These rates are randomly chosen for each distributor-collector pair, subject to the condition

$$\sum_i \rho_{ij} = \sum_j \rho_{ij} = \ell,$$

for all $i$ and $j$. The parameter $\ell$ above, which is independent of $i$ and $j$, represents the average traffic load on the switch, and in our test instances it ranges from 10% to 90% of the capacity of each of the input and output links that carry traffic into the distributors and out of the collectors, respectively.

Figure 3 presents the maximum observed delay that was incurred under each scheduling policy, expressed in frame times. As expected, BLF ensures that all traffic traverses the switch in a timely manner. By contrast, for moderate to high loads, PF causes some packets to experience very large delays.

It is also instructive to examine these results in conjunction with the corresponding average delays, which are displayed in Table I. Note that both policies attain almost identical average delays in each case, with BLF gaining a very slight advantage as the load increases. Consequently, it appears that BLF's focus on bounding maximum delay (by expediently sending stale frames, which consume more bandwidth) does not harm overall performance in terms of average delay—on the contrary, it marginally improves it.

V. CONCLUSION

In this paper, we introduced a novel scheduling policy for load-balanced switch fabrics, called Bounded Latency Frames. We also proved that, under the BLF policy, the worst-case delay experienced by traffic passing through the switch is at most a constant more than the corresponding delay through an ideal output-queued switch; this distinguishes BLF from previously known uniform-frame policies. Moreover, in order to be implemented, BLF requires only a small speedup in the switch fabric, e.g. in the order of 1.28. Last but not least, experimental evidence indicates that in practice the maximum delay bound that BLF achieves does not come at the expense of worse average delay, whence we conclude that BLF delivers a well-rounded performance.
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